University of Alberta

Cognitively-Active Speaker NormalizatioBased on Formant
Frequency Scaling Estimation

by

Santiago Barreda Castafion

A thesis submitted to the Faculty of Graduate Studies and Research
in partial fulfillment of therequirements for the degree of

Doctor of Philosophy

Department of Linguistics

© Santiago Barreda Castafion

Fall 2013
Edmonton, Alberta

Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of this thesis
and to lend or sell such copies for private, scholarly @ntific research purposes onkxhere the thesis is
converted to, or otherwise made available in digital form, the University of Alberta will advise potential users
of the thesis of these terms.

The author reserves all other publication and other rights iniasaowith the copyright in the thesis and
except as herein before provided, neither the thesis nor any substantial portion thereof may be printed or
otherwise reproduced in any material form whatsoever without the author's prior written permission.



Abstract

The acoustic characteristics associated with a vowel category may vary greatly
when produced by differersipeakers. Despite this variation, human listeners are
typically able to identify vowel sounds with a good degree of accuracy. One
approach to this issue is that listeners interpret vowel sounds relative to what
might be expected for a given speaketheay known asspeaker normalizatian

This thesis comprises three experiments meant to test specific aspects of a theory
of speaker normalization that is under active cognitimetrol on the part of the
listener, where the information used by the procesergmnized around the
detection of speaker changes. The first experiment investigates the role of fO in
vowel perception, with results indicating that fO primarily affects vowel quality by
influencing t he |l i stener 6s exmecond at i ons
experiment, the interaction between the detection of speaker changes and the
perception of vowel quality is investigated. Findings support the notion that the
detection of speaker changes is a central component of speaker normalization, and
that geaker normalization is a cognitivedtive process. In the third experiment,
listeners were trained to report the acoustic correlate associated with increases or
decreases to the average formant frequencies produced by a voice (i.e.,-formant
frequency saling). Results indicate that listeners are able to identify voices that
differ on the basis of this parameter with good accuracy, and that the perceptual
correlate of formanfrequency scaling is influenced by the fundamental frequency

of vowel soundsFinally, a model of cognitivehactive speaker normalization, the

Active Sliding Template Model (ASTM), is introduced. The ASTM predicts



vowel quality on the basis of a speakpecific representation that is refined in
the absence of a detected speaker @daand reestimated when a speaker change

is detected. An implementation of this model was used to simulate the results of
Experiments 1 and 2. The results of these simulations indicate that this relatively
simple model of cognitivehactive speaker norrhaation is able to generate

range ofpatterns of resultsimilarto those observed for human listeners.
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Chapter 1

Introduction

Perceived vowel quality is most strongly determined by the frequencies of
the first two formants o vowel soundJoos 1948; Peterson 1961; Nearey 1978;
Rakerd and Verbrugge 1985 Miller 1989. For decades, the most common
summary of the acoustic properties of vowels has been based on a plot of the
frequencies of the first two formant@s seenin Figure 11. This simple
representatiorserves as a useful vehicle to introduce the problem of speaker
differencesand an early approach to the problem of vowel normalization that can
be labeled in its most general form &same of referencapproach

Researchers familiar with formardange differences between adult males
and children would not be surprised to find patterns like teesein Figure 1.1.
Although the absolute formartequenciesassociated with a certain vowel
category amss the two speaker classes are differtbietrelative positions of the
vowels arevery similar in the twopanels This has led several researchers to
suggest that the first two formafiequencies of a vowel sourfdndits position
within the 2-formantspace)are interpreted relative to a speakpecific frame of
referencerather than in an absolute manner

Variousalternativeaccounts of vowel perception, notably those involving
higherdimensional representations of vowel sounds cognitively-passie
auditory processes will be considerader in this chapter, anthroughout the
body of this thesisHowever, it will be argued that a general frame of reference
approach to vowel perception, driven by cognitivatyive control structures, best
accountdor the results obtained ithe series of experiment® be outlined hete

and for a range of experimental results reported in previous works.



1.1 Approaches to resolving ambiguity in vowel sounds

One of the earliest approaches tmbteisig ambiguity inthe formantspace
weret heories involving a speaker specific 0f
the vowels of different speakers (Joos, 194&efogedand Broadbent, 1957
Nearey, 1978)Jo0s(1948) suggested that the vowels of different speakers may
be Aphonetically identical, although acous
occupies the same position witlpi59. the vowe
Essentially, the idea is that vowgliality is not determined on the basis of the
absolute acoustic characteristics of the sound, but on these characteristics judged

relative to what should be expected from the speaker.

2500
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1000 1500

2500

200
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Figure 1.1. The average vowel system of adult males (left pamad) children (right
panel) from the Peterson and Barn@®52)data. The line indicates the points where In
F1 = In F2. The point on the figure represents a vowel sound with an F1 of 580 Hz and
an F2 frequency of 1220 Hz.

This may be visualized with thed of Figure 1.1. A single point has been
indicated in each panel with a black circle. When considered relative to the vowel
system in the left panel, this point would seem to be an instandg. @r the
other hand, relative to the system in the righnigd, a vowel at the same location
within the 2formant space is more likely to be an instancéibf /

The drame of referend@may be representduay the expected location of
each vowel phonemsithin the formantspace, given the speak@tearey, 1978)
Traditional frame of reference theories focused oFf@radantspace, representing

vowel sounds based solely on the frequencies of the first two formants
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Consequentlyfor these theorieghe frame of reference can Heught ofasa
subsectia of the F1F2 plane as seen Figure 12. Nearey (1978) compared this
to a o6s i dtihantige listeeem mbvest acodnd based on expectations
regarding thespeaker Once the location of this template has bset vowel
quality may be determined based on thatree location of the vowel sound on
the templateThis frame of referengeconsisting ofthe expected locations of
vowel categoriesvithin the formantspace for a given speakerill be referred to

as thereferencespacé.

2500

F2

1000 1500
Relative F2

T
200 400 600 800 1200
F1 Relative F1

\

Figure 1.2. In the left panel, three possihleferencespaces are comparedhere each is
represented by a polygoifhe point on the figure indicates the absolute location of a
vowel sound with an F1 of 580 Hz and an F2 frequency of 1220 Hz. In the right panel,
eachsymbol represents the relative location of the vowel sdioml the left paneith
respect to theeferencespacesn the right panel, where the symbol used to show relative
locations indicate which reference space they are based on.

For examplethe pant in the left panel of Figure.2 has a single absolute
location within the 2-formant space. However, as seen in the right panel of the
same figure, this vowel may have several different relative locations when
compared todifferent referencespacs. This approach to vowel normalization

suggests that committing to an interpretation of a vowel sound necessarily

! For the purposes of statistical testimgpattern classification, the frame of reference can

also be represented as an assortment of vectors, where each row or column indicates the
expected FFs for a vowel category. This vector would specify the location of the vowel
category in the formant spa.



involvescommitting to a particular frame of reference used to interpret the vowel.
Because of their reliance on a speas@ecific frame of reference, theories of this
kind will be referred to aspeaker normalizatiotheories.

The early versions ofspeaker normalizationtheories involved an
extrinsicallyspecified frame of reference wh required that the listener have
some amount of accumulated evidence before speech produced by the speaker
could be correctly identified. Joos (1948) provides the following accéu:n
first meeting a person, the listener hears a few vowel phonesnatig basis of
this small but apparently sufficient evidence he swiftly constructs a fairly
complete background (coordinate system) upon which he correctly locates new
phones as f astp.64d)sFolloveng Aireswortts (19750, anch Blearey
(1989) this view of normalization is referred to gmure-extrinsic because
establishingheframe of reference requires that a listener gather information from
one (or more) previous speech sounds.

This account of vowel perception can explain experimentaltsesuth as
those presented in Ladefoged and Broadbent (198fich showed thatthe
spectral characteristics of a precursor phrear affect the classification of
following target sounds in a manner consistent with predictions made by theories
of speakemnormalization.However,they cannot explain how listeners are able to
correctly identify isolated vowels and syllables as accurately as they ammne
cases above 90% corremten when 10 or more candidate vowel categories are
being considere@Assmann et all982) Furthermore, F&nd fOhave been found
to affect perceived vowel qusli in several previous studiegFujisaki and
Kawashima 1968; Nearey 1989; Slawson 196R)ggesting that a-drmant
represatation of vowel sounds may beadequate

In part & a reaction tdhese issugssome researchers proposed intrinsic
models of vowel sgcification, which écused on determining highdimensional
representations of vowel sounds based only omthiesic (interna) properties of
vowel soundgMiller 1989; Sussman 1986; Syr@aidGopal 1986)For example,
Syrdal and Gopal (1986) emphasize that tire normalization methodis an

i nher ent-independentpnerm&liztion procedure. Only the acoustic
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parameters present in an individual segment are used in the normalization. In
contrast, speakatependent normalizations requaesampling of vowels from the
same speakeip. 1095)

These intrinsic (or speakardependentyowel perceptiortheories sought
to eliminate or reduce betweeategory overlap in the formargpace by
organizing vowelswithin a spacewith three or more dimensiontlsually tlese
dimensions involve the first thrdermant frequencies (FFsnd, optionally, fO.
These approaches typicalhgpresent vowel sounds based on the ratio of the
frequencies of adjacent formants, or based on the o the FFs to some
normalizing value (e.g., mean F&sf0). Although pureintrinsic models can help
explain how listeners are able to identify single speech tokens from a speaker,
they have the inverse weakness of pex&insic models in that they Aot
explain why extrinsic factors can affect perceived vowel quafitythermore,
models whichnecessarilyinvolve fO and/or F3 in the specification of vowel
quality also have difficulties explainingxperimentalresults that show that
listeners can ideify whispered or tweformant vowels (Nusbaum and Morin
1992 EklundandTraunmdller 1997).

Nearey (1989) suggested that both intrinsic and extrinsic information may
play a role inthe perception of vowel sounds, and that neither-purmsic nor
pureextrinsic models of vowel perception could accurately account for listener
behaviourin all listening situationsFollowing this | will adopt the position that
vowel quality is determined by a process of speaker normalization whereby the
referencespace(or frame of referencegstimate is determined on the basis of both
intrinsic and extrinsic information. Another way to look at this is that evidence
gleaned from the current speech sound is considered jointly with information
taken from previous speechuswls.

However, the process of combining extrinsic and intrinsic information
provides the listener with additional problems ngpically considered by
traditional views of speech perceptidfor example,tiseemgeasonable to think
that listeners do naiccumulate extrinsic evidence from all prior speech events

and use them to interpret all future speech events regardless of the appropriateness



of the prior extrinsic informatignespeciallysince extrinsic informationis only
usefulto the extent that ileads to arappropriatereferencespace estimaterhis
suggest that for extrinsic infomation to be optimally usefthere should be some

mechanisnwhich ensures thatlesteneruses it only wheit is beneficialto do so.

1.2 Direct and indirect effects

Although there is general agreement that the first two formants are directly
involved in the specification of vowel sounds, there is less agreement on the role
of fO and the higher formants (formants higher than BE&hnson (19%)
distinguished between direct and imedt effects on vowel quality. A cue with a
direct effect on vowel quality is involved in its specification, as is likely to be the
case for the first two formant frequencies of a vowel sound. In contrast, indirect
effects influence perceived vowel qugllty affecting theeference spacesed to
interpret them. The general proposed mechanism is that indirect effects provide
the listener with information regarding the type of speaker they are hearing, and
so provide information regarding likely expectednfiantpatterns. For example,
consider the two possible interpretations of a vowel sound presented in Figure 1
Children generally produce higher FFs overall than male speakers. Any acoustic
cues associated with children (e.g., a high f0) may suggesé ticsstener that the
speaker produces higher FFs overall, and so might influence the listener to adopt
the formantspace shown in the right panel as the working frame of reference,

thereby affecting perceived vowel quality.

1.21 Fundamental frequency andthe frame of reference

Previous studies have found that vowel quality shifts can be induced by
manipulating extrinsic or intrinsic fMiller 1953; Fujisaki and Kawashima 1968;
Slawson 1968; Nearey 1989; Johnson E)90ohnson (199) 1999, 2005) has
suggested that fO affects vowel quality primarily indirectly, by affecting the
referencespaceestimate rather than by being directly involved in the specification
of vowel quality.For example, Johnson (1290ound that vowel quality shifts
induced by fOwere minimized in situations where listeners were unlikely to

associate changes in fO withegixer changes. Furthermore, the effect of fO on
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perceived vowel quality has been found to be sensitive to mode of presentation
(Johnson, 199%) Nusbaum and Magnuson, 1992) and instruct{dMegnusorand
Nusbaum, 2007)inally,to my knowledge there is no vowel quality that relies on

a specific fO in the way that some vowels depend=8n for example, ashotic
vowels necessarily have low F3 valués a result, following Johnson (19)0f0

will be considered to have a primarily indirect effect on vowel quality.

1.22 The role of higher formants

Although, F3 has been found to affect perceived vowel ¢yali previous
experimentgFujisaki and Kawashimi 1968; Slawson 1968 effect is typically
much weakethan that of the first two FF&learey (1989) has suggested that F3
may offer the listener witimtrinsic extrinsicinformation. That ispecause oits
weaker relationship to vowel qualind stronger relation to voethct length F3
may offer information that ignearly) directly relatable to theeferencespace
without having to listen to a range of speech from that spedksvever, F3 has
beendemonstrated to be crucial ttee perception of front vowe(§ujimural967;
Johnson 1989)and is crucial to the perception of rhotic vowels. As a result, it

seems fair to include F3 in the direct specification of vowel quality.

1.23 Some implicationsof indirect sources of normalization

Thenotionof effectsthat indirectly affect peeived vowel quality leads to
some interesting possibilitieegardingtheories of vowel perceptionf a cue
were to affect vowel qualitgnly indirectly, we would expedhat it should have
no effect on vowel quality in situations in which it did not affect tekerence
space For example, @nsider two vowel sounds with the same FFs but an octave
difference in their respective mean f06.f0 has only an indirect effe@nd a
listener assumes each vowel was produced by a different speaker, they may use
the intrinsic fO for each vowel to estimati®o appropriate framgeof reference
This might lead to quite different estimates and to two different perceived vowel
gualities On the other handf the listener assumes that both vowels are produced

by the same speaker, the change in fO may be disregarded and a single frame of



reference may be usdd interpretboth vowels, leading to a single perceived
vowel quality regardless of the differences in fO

Essentially, the strength of indirect effects may vary based on the outcome
of processes that mediate the relationship between indirect effects and perceived
vowel quality. As with the issue of correct use and segregation of extrinsic
information, the regulation of indirect effects would benefit from variable

behaviour based on the expectations of the listener.

1.3 Active vs. Passivanormalization theories

Nuskaum and Magnuson (1997) distinguish between three components of
the process of speaker normalization: representations of information,
transformations of representations, and control structtihes regulate the
transformations to be carried out (i.e., theutoutput mapping). When viewed in
this way, purantrinsic theories of vowel perception seek to explain vowel
normalization only with reference to the representation of vowel sounds, while
speaker normalization theories do the same by focusing orfamaasions of
these representationsHowever, the question regarding the kind of control
structure that governs vowel normalization is also an important one.

Nusbaum and Magnusod997 distinguish between passive (odenp)
control structuresand active(closedloop) control structure Passive control
structureslead to processes that exhibit a deterministic, predictable mapping
between input and outputn contrast, acte control structures involveon
deterministic mappings between input and outputithermore, e relationship
between inputs and outputs may be modified in a cosensitive manner, and
based on the results of the output of the system.

Nusbaum and colleagues (Nusbaum and Morin 1992; Nusbaum and
Magnuson 1997; Magnuson and Nusbaum 2007) suggest that vowel
normalization is undeactivecognitive control, and outlinevo types of evidece
in support of cognitivehactive normalization. The first of these is that active
processeare expected teesult in increased demands on cogeitprocesses and
working memory Listeners exhibit just these sorts of processing costs when

presented withmixed-speaker listening conditionkistenershave been found to
8



identify words more slowlySummerfieldandHaggard 1973and less accurately
(Creelma 1957) in mixed versus blocked speaker conditiof®r example,
Nusbaumand Morin (1992) asked participants to remembesedies of numbers
during a speech identification task and found that this increased reaction times
only in mixedspeaker conditionsVong et al. (2004) report the results of an
fMRI study in which they found that participants listening to mispédaker lists
showed a greater degree of activation in th&ldle/superior temporal and
superior paetal regions of the brain, indicating thatixedvoice listening
conditions can result in different and increased processing.

The secondype of evidencesupporting active normalizatida processing
flexibility of the kind not easily achieved by cognitety-passive control
mechanismsFor example the negative effecon performanceassociated with
accounting for differences between speakers has been found tdasegl on
listener expectationgJohnson et al1999; Johnson 1990b; Magnus@md
Nusbaum2007) Magnuson and Nusbaum (2007) presented listeners with lists of
synthetc voices which differed only slightly in their mean fOs. One group was
instructed that the list contained only a single voice, while the other group was
told the list was composed of multiple voices. The authors found an increase in
response times only fdhe group that was told to expect multiple voices in the
block This suggests thairocesses associated with speaker normalization are not
automatically carried out every time a listener encounters a new speech sound
and that there is some level of cahtover whether to behave as if a listening
situation contains multiple speakers.

Nusbaumandcolleagues suggestatspeakenormalization is guided by
process they refer to a®ntextual tuning According to contextual tuning, the
listener usesvhate\er informationis available to thento arrive at an appropriate
mapping between the acoustic signal and a listememal representation of
speech sounds. This representation may be refined as new evidence becomes
available and is discarded if a change in speaker is det8dtedapproacho
vowel perceptioncan helpto resolve two of the major issues associated with

speaker normalization theories highlightgeviously First, since the listener is



hypothesized to actively monitor for speaker changes, the incorrect use of
extrinsic information is minimized. Extrinsic informatioifincluding a priori
assumptions induced by, for exampiestructions or photographs of possible
speakers)nay be used in the absence of a detected speaker change, while it may
be disregarded in the presence of atedted speaker change. Secondly,
information which indirectly affects perceived vowel quality may have a strong
effect on perceived vowel quality in cases in which it is associated with a detected

speaker change, and a weak effect, or no effect at alhisis where it is not.

1.4 Active speakernormalization

The processethat composeontextual tuning theory are gendyaimilar
to those suggested by previous researchararticular, those that posit that
vowel perception occurs on the basis opaakerdependent frame of reference.

For example, the very idea that vowels be compared relative to a sppakdic
coordinate system outlined in Joos (1948) presupposes that there be some system
that monitors for a change in speaker, lest extrinsarmmétion accumulate over a

| i st ener 6 s Weanink(2006) hds ipropepded several speakdaptive
normalization methods which update the frame of reference based on the output
of the state of the current systeMhese models are able to replicate the
perceptualdvantageseen in singleoice listening conditions @& mixedvoice
conditions. The important difference is thah contextual tuningchanges and
refinements of the frame of reference aeplicitly organized according to
detected speaker changes. Furthermore, the detection of speaker caaddbe
refinement of the frame of referenced are hypothesized to be under-active
cognitive control.

Contextual tuning is a theory regarding tbentrol structureof vowel
normalization which does not make strong claims about the nature of the other
two components ofvowel perception (representations and mappings of
representations)n the remainder of this section, | will briefly outline an explicit
model of vowel perception that may be used to fill in the blanks, and create a

more complete, and testable, theory.
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1.4.1 The Probabilistic Sliding Template Modelof vowel perception

Theories of speaker normalizatisuggestthat listeners interpret vowel
sounds relative to the sounds that might be expected for a given speaker, rather
than in an absolute manner. To the extent that these theories are correct, one of the
greatesiproblemsfacing the listener is estimating a &k referencespace for an
unknown speakerThis can be visualized as choosiingm among each of the
referencespaces shown irthe left panel of Figure 12 to use as a speaker

dependentrame of reference
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Figure 1.3. In eachpanel,the black point indicates the location of a given vowel sound,
while the circle, cross and triangle represent three candidate vowel categories. The
dotted lines show examples of possible movement iefilxencespace estimates. If the
template is allowe to move in any direction, as in the left panel, the vowel mayaoe

to matchany category. If movement is limited to movement along lines parallel to In F1 =
In F2, the number of candidate vowel categories will be limited.

If the reference spaces of different speakers of the same dialect could
differ in arbitrary ways, estimating an appropriagferencespace for a given
listener might prove very difficult, if not impossible. For example, in the left
panel of Figure 1.3, ibne were to move the template to the left and down, the
right, the point could be made to look like an instance of a-hagkvowel. On
the other hand, if one moved the template down and to the left, the same vowel
would appear to be a leeentral vowel.

Fortunately for listenerghere is good evidence thtte formant patterns

produced bydifferent speakers of the same dialect differ from each other by a
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single multiplicative parametef (Nearey and Assmann 2007; Nearey 1978;
Nordstrém and Lindblom 1975; Turner et al2009) Essentially, despite
anatomical differencebetween individualsspeakers strive to produce formant
patterns which differ from those of other speakers of their language by a single
scalar value when producing a given vowel category

As noted by Nearey (I/8), variation according to a singtaultiplicative
parametemeans that theeferencespaces of speakers of the same language differ
from each other along lines parallel to In F1 = In F2, whHereepresents the
natural logarithmfunction This situationis represented in the right panel of
Figure 13. If the template is only allowed to move along lines parallel to In F1 =
In F2, the relative locations of vowel sounds are also limited to vary along lines
parallel to In F1 = In F2, greatly reducing the gihle interpretations of any
given speech soun&or example, in the right panel of Figur&,lonly the circle
is a plausible interpretation for the indicated point. Furthermoreefdrence
spaces vary according to a single paraméberexact location of theeference
space(and therefore thexpectedocations of individual vowel categoriespuld
be indexed with reference this parameterindicaing its location along the In F1
=In F2 axis(Nearey 1978)

This suggestshatthe proces of vowel normalizatiowould be considered
to depend on the estimatti of this parameter for a given speakblearey 1978;
Nearey and Assmann 2007) will refer to this parameteils the formamnt
frequency scaling, or FBcaling, of a speaker, where spekwith higher FF
scalings produce higher formant frequencies over@iven an FFscaling
estimate and knowledge of the relative locations of vowategories in the
formant space, the expected formpatterns representirige vowelsproduced by
a certain speaker can bestimated As noted by Nearey (1978), this may be
visualized as sliding the reference templatéhm right panel ofFigure 13 along

the tracks created by the dotted lines, where highescBkng estimates lead to

% This issue is dealt with in depth in the introduction of Chapter 4 of this thesis, and in
Appendix 3.
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template positios closer to the upper right corner of the Figu@nce an
appropriate template location (and associatedsddfing estimate) has been
determined,the most likely vowel category to generate that observed formant
pattern may be predicted (Nearey and Assn2{iy)

Nearey and Assman(R007) outline several explicit models of vowel
perceptionwhich classiy vowels using a singl speakespecific parameter
which t hey ,ramalogous tot Rscaliags andda laguagespecific
referencetemplateindicating expected formanpatterns for the vowels of the
language Each model predicts perceived vowel quality in the same way, by
taking the FFscaling estimat for a trial, and modifying the observed FFs to
compare them to the referentamplate.The authors describe several models
which differ in the ways they estimaté~scaling or in the manner that they
specifythe templatevowel patterns

Of particular interesis Method § which estimateas s p e BHs@lng s
using only the intrinsic infanation carried in vowel soundslethod 6 estimates a
speakeispecific FFscaling parameter based on the covariance of fO and FF
scaling across humaspeakersand the fit of the given vowel pattern to each
candidate vowel category. Consequently, Methodrbheaclassified aa method
of intrinsic, indirectf0 normalization.Method 6 of the sliding template model
offers a very usefugxplicit model of human speech perception which follows the
generalspeaker normalizatioapproach to vowel perception, andangorates the
apparent indireceffect of fO on perceived vowel quality. However, this model
can be amendeslightly to incorporate some of the insights of contextual tuning
theory in order to make an even more complete model of human vowel

perception.

1.42 Amendments to theSliding Template M odel

There arehreeaccommodationthat need to be made tdethod 6 ofthe
Sliding TemplateModel in order to make it compatible with contextual tuning
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theory’. The first of these is to allow for variable cue gies based on the
expectation®f by the listenerThis would allow, for example, for the strength of
the effect for fO on vowel quality to change as a result of listener expectations

The second modification igo allow for more variable forms of
informaton to affect speaketlependent FiScaling estimates. For example, vowel
quality shifts have been inded by manipulating apparent speaker gender
independently D any acoustic characteristidgGlidden and Assmann, 2004;
Johnson et al., 1999 his suggests that the model could benefit from some
mechanism to allow salient apparent speaker characteristics, such as speaker
gender, toindirectly affect perceived vowel quality by affecting the speaker
dependenFF-scalingestimate.

The final modification is to give the process a memory, which can
combine the current output with previous outputs when appropriate, and which
discards prewus estimates when not appropriate. Although the exact mechanisms
by which this might occur areot at allclear, the generakay this might occur
may be sketched out. On first hearing a speaker, the listener uses intrinsic
information to arrive at an F&aling estimatén a manner similar to that outlined
by Method 6 of the Sliding Template Modéi the absence of perceived speaker
changes, this representation may be refined as necessary by combining new
intrinsic information with previous extrinsic infmation. In situations wherea
speaker change is detected, the current estimate may be discardachand
estimatemay be formed based solely on the intrinsic properties of the new speech
sound.Finally, the process of F&caling estimation may itself heetesolve issues
related to the detection of speaker changes in that gross mismatches between the
current referencgpaceand thenew formant pattermay be good evidence of a

likely change in speaker.

® Nearey and Assmann (2007) mention mechanisms by which each of the modifications
to be suggested may be made to the sliding template model. (Berthese are carried

out by affecting the relative weights associated with the cues of the current stimuli, or the
weights associated with the current information relative to the prior expectations of the
system. Se&ection 5.2 for more information.
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1.5 Motivation for current work

The literature reviewedbovesuggests that, although the specdetails
regardingspeaker normalization are unknown, the broad outlinefaatg clear.

In general, experimental evidence suppartheory of speaker normalization in
which vowel qualityis determined relative to expectations regardinge¢ference
space of theurrentspeakerTo the extent that theeferencespaces of different
speakers of the same dialect differ by a single parameter (i-s¢dfRg), the
process of speaker normaltion could be considered to center around the
estimation of this parameter. The estiroatdf this parameter is spealsgrecific,

and the use of extrinsic information and the strength of indirect effects are both
governed by &ognitively-active processhat monitors changes in speaker.

The chapterghat make up the body dhis thesis present the results of
three individual experiments that were carried out in ordemvestigatespecific
aspects of speaker normalization based omrsdéfing estimadn. Chapter 2
presentghe results of an experiment designed to test the directness of the effect o
fO on perceived vowel qualityThe findings ofthis experimensuggest that this
effect is primarily indirectand that fO affects perceived vowel quality mhobly
having a strong influence on apparent speaker characteriJiese may
influence FFscaling estimatesand thencgudgmentsof vowel qualitymediated
by expectations regarding the speaker

Chapter 3 reports an experiment carried outniestigatethe extent of
activecognitive control over the process of -B€aling estimation, by
investigating identification performance for different kinds of mixedte
listening conditions (conditions which feature multiple voices presented at
random). The resudtof this experiment indicate that identification performance
for a mixedspeaker list cannot solely be explained imysmatches inthe
appropriate reference space$ the speakers involvedRather evidence is
presented which suggests that identificathmeuracy for a mixedoice listening
condition is best explained when the facility with which listeners can identify

speaker changesadsotaken into account.

15



In Chapter 4 anexperiment investigating the ability of listeners to report
FF-scaling direcly is described The results of this experiment showhat
listeners can learn to respond to-$daling with good accuracy after only a short
training session, and suggest thatréhmay be a perceptual quality which is
primarily related tovoice FFscalirg. However, some results also indicate that the
perceptual correlate of Fécaling may be influenced by fO, so that perceived FF
scaling may not solely dependent on thaege ofFFs associated with a given
voice.

Each of these chapters is presenteih its own introduction and
conclusion sectigithat, in some cases, frame the issues at handenyajeneral
way. This was done intentionally in order that the experimental resolidd
have a broad appeal and be applicable to as many theories efpeneeption as
possible as is appropriate for a journal artftlEor example, the indirect effect of
fO on vowel quality reported in Chapter 2 should be taken into account by theories
of vowel perception regardless of whether or not a researcher agtbethe
argumentation laid out in the earlier sections of this chapter regarding speaker
normalizationrelying ona single scalkéactor. Howeverjn point of fact, althese
experiments were conceived and designed with the intent of refining and
investicating specific aspects of the theooytlined in the previous sectigns
regardless of their more general presentation in the following chagiees.
relation of specific results to this theoretical perspective will be further discussed
in Chapters.

* The body of this thesis (chapterstPwere published as journal articles in Barreda and Nearey
(2012), Barreda (2012), and Barreda and Nearey (2013) respectively.
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Chapter 2

The direct and indirect roles of fundamental frequency in

vowel perception

2.1 Introduction

Listeners are able to recognize the vowels of their language with relative
ease despite the fact that the physical characteristics of these sounds can vary a
good deal from speaker to speaker. However, the same variationahpainder
speech perceptiorffards the listener with a wealth of information regarding the
speaker. For example, listeners are able to judge the gender of an adult speaker
with relative easeBachorowskiand Owren 1999; Strand 200®erry et al. 2001
They are also able to make cmtent judgements regarding the apparent size of
the speaker using only information available from that speaker's *vpians
Dommelen and Moxness 1995 Lass et al. 198 Collins 2000; Smith and
Patterson 2005; Smith et al. 200®endall et al. 2007)if, and how, apparent
speaker characteristics and phonetic information interact in the determination of

speech sounds is an open question in speech perception.

®>There is a general correlation between speaker size and average vocal tract length (Fitch
and Giedd 1999, Hollien et al. 1994) across genders and speakers of all ages and sizes.
However, after controlling for age and gender, there is no correlation between speaker
height and weight and estimated vocal tract length (van Dommelen and Moxn&ss 199
Collins 2000, Gonzalez 2004). There is also no correlation between speaker height and
weight and average speaking fO when controlling for gender and age (Lass and Brown
1978, Kunzel 1989). As a result, it is not surprising that several studies havketfatin
listeners are not very good at judging the actual size of a speaker solely on the basis of
their speech (van Dommelen 1993, Collins 2000, Rendell 2007). Although listeners are
not very accurate when estimating speaker size, their estimates, bogct cand
incorrect, have been found to be fairly consistent both within and between listeners (van
Dommelen and Moxness 1995, Lass et al. 1980, Collins 2000), and are strongly
influenced by both fO and the FFs (Collins 2000, Smith and Patterson 2005,e5miith

2005, Rendall et al. 2007).
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From the perspective of speech production, the fundamental frequency
(f0) and formant frequencie&ks) of a vowel are more or less independent (Fant
1960) so that fO should have only a small effect on the spectral content of a vowel.
If vowel quality were entirely determined by the spectral content of a vowel, a
change in fO alone should cause no cleangvowel quality. However, many
experiments have induced vowel quality changes by changing intrinsic and/or
extrinsic fO with respect to the FRef a vowel Miller 1953, Fujisakiand
Kawashima 1968, Slawson 1968, Johnson 1990, GlidaehAssmann 2004).
Studies have induced similar effects by changing only the expected gender of the
speaker. This has been done by presenting alternating male and female faces with
identical stimuli (Glidderand Assmann 2004) and by telling listeners to inmagi
either a male or female speaker (Johnson et al. 1999). It is not clear why changes
in apparenspeaker characteristics and changes in fO affect vowel quality or if
they do so independently or via the same general mechanism.

There are three general sclomf thought regarding the relationship
between vowel quality, fO and apparspeaker characteristics. These will be

referred to as direct fO theories, indirect fO theories affce® theories.

2.1.1 Direct FO theories

Average fO tends to eweary with average F& across speakers (Hollien
1994; Fitch and Giedd 1999 Nearey and Assmann 2007). In general, larger
people have lower FFs and fOs while smaller people have higher FFs and fOs.
Listeners have been found to show a sensitivity to this covariamss. fate
speech as more natural (AssmamaNearey 2007) and identify vowels correctly
at a higher rate (Lehistend Meltzer 1972 Gottfried and Chew 1986 Assmann
andNearey 2008) when speech has the expected relationship between fO and FFs.
For these am related reasons, some researchers suggest that listeners take
advantage of this covariance and, as a result, that fO is directly related to vowel
quality in the same way the FFs are (Symatad Gopal 1986 Miller 1989). These
theories will be referred tas direct fO theories. The net effect of these theories is

empiricallyindistinguishable from one in which fO is used by listeners as a scaling
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factor to eliminate intespeaker differences by interpreting FFs in relation to fO
(Nearey 19891992).

2.1.2 Indirect FO theories

Others, such as Neareynd Assmann (2007) and Johnson (1990, 1999,
2005), suggest that fO is most important in determining certain apyreaker
characteristics rather than in the specification of vowel quality directly. According
to these theories, O is related to vowel quality only insofar as it contributes to the
determination of whichever apparesgieaker characteristics affect vowel quality.
These theories will be referred to as indirect fO theories. Johnson (1990) suggests
that listeners create a mental representation of the speaker and that speech is
interpreted on the basis of the characteristics of this presumed speaker. In this
model, fO is only used to determine likely speaker identity. Johnson (2005) takes
this severalsteps further and outlines an exemplar babalter Normalization

model:

ARat her than warp the input signal t 0o me
the internal representation adapts according to the 'perceived identity

of the talker' (Johnson 1990), as exéamp appropriate for the talker

are activated and inappropriate exemplars are deactivated. [...] cues of

all kinds can be involved in tuning the activated set of exemplars [...

i ncluding] FOp.28 a gender cueo (

Other researchers suggest that indirermalization takes place via more
abstract apparersjpeaker characteristics rather than properties tied to limited
classes of exemplars. For example, the Probabilistic Sliding Template Model
(PSTM) (NeareandAs s mann 2007) wor k shiscarspeaktre basi s ¢
dependent value roughly equivalent to the average FF produced by a speaker. By
adding Q*, an est i-spadfiereferdnce @attern, @ listeanerl anguag
can estimate expected &for the vowels of that language as produced gwan
speaker. The PSTM uses f0, as well as information about the distribution of
average FFs and the relationship between F

for that speakerSee alsd@raunmiuiller(1994) for a rather more elaborate account
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of an indirectrelationship between observed fO of a specific stimulus and
perceived vowel quality; this approach may make predictions similar to those of
the indirect normalization theories considered above, at least in some

circumstances)

2.1.3 fOfree theories

A final possibility is that there is no relationship between fO and vowel
quality. These theories will be referred to adrie theories. Despite the results of
experiments reported in Section 2.1.2 above, Patterson and colleagues have made
strong claims abduthe independence of fO anawel quality In a series of
experiments that manipulate spectrum envelope and fO independently via a
vocoder, they found that changes in fO have virtually no effect on vowel §uality
(Smith et al. 2005).

To explain this, Sith et al. (2005) and Irin@and Patterson (2002) have
suggested that the auditory system performs a Mdika] transform on the
acoustic input at an early stage in auditory processing. This resulsszieshape
image(Irino and Patterson 2002, 188) in which the spectral pattern of a sound is
represented as an invariant shape and the size of the resonator that produced the
sound is represented as the position along one dimension of the sound pattern in
the souneshape image. Inhts view, changes in fO or in apparemeaker

properties play no role in determining vowel quality.

2.1.4 Rationale for the present study

All three of the above theories could be considered different forms of
vowel normalization, where normalization ee$ to a process by which a listener
removes or compensates for speacific variation from an incoming vowel

token. We are treating the normalization process as a black box where we may

*However, Smith et al.b6s experi ment used only
/i, e, a, 0, u/ from a single speaker. In experiments using similar vocoding techniques, but

12 vowel categories and several speskeAssmann and Nearey (2008) found

considerable variation in vowel identification rates as a function of the relation between
spectrurrenvelope scaling and fO.
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observe the input (the physical properties of the stimuli) aadothiput (vowel
quality) but not the internal workings of the system. We do not seek here to
determine the exact internal workings of the normalization process, but simply to
consider what kinds of information may affect the transfer characteristics of the
process.

The experiment to be described in the following pages was designed to
test the relationship between f0, vowel quality and appaEeaker
characteristics. To do this, a vowel continuum was matched with several different
fOs and higher formant@n this case, formants higher than F2 which will be
referred to as F3+). The general stimulus design is similar to that of Fujisaki and
Kawashima (1968) and to the isolation condition in experiments described in
Johnson (1990). In fact, the experimenb&outlined here could be viewed as an
extension and refinement of some of the experiments described in Johnson
(1990). Because of the importance of some of the results presented in that paper to
our current experiment, some of the relevant results walinemarized.

Johnson used a series of synthetic /hvd/ tokens with varying formant and
fO levels which were intended to be interpreted as eitileor/ /A.Vowels were
presented in two conditions: an isolation condition and a phrase condition. In the
isolaton condition, vowels were presented in a random order (with no extrinsic
context) so that the intrinsic fO of a vowel stimulus varied randomly from trial to
trial. This would have resulted in something like a 'spesakedomized'
condition. In the phraseondition, the same /hVd/ stimuli were presented
following a synthetic voice saying "This is" which had either a rising intonation
(simulating a question) or a falling intonation (simulating a declarative).

Johnson conducted an Adiscrimination pretest ging stimuli with a
single set of formant frequencies, but many fO levels. Listeners were presented
with pairs of stimuli and asked to judge whether the two syllables were spoken by
the same or different speaker. Results indicated that although two teiteribe
same fO might be very likely to be judged as being from the same speaker in the
isolation condition, the opposite is the case in the phrase condition since a speaker

is unlikely to use the same final fO for a phrase with falling and rising intonat
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Johnson also conducted a second pretest, where listeners provided judgments of
speaker size and gender for the stimuli of the AX pretest. The results provide
evidence that size judgments are affected by the likelihood of perceived speaker
differencesas measured in the AX test.

Based on the results of the AX pretest, Johnson designed three vowel
classification experiments involving a sewvaember formant continuum and two
fO levels per experiment. These experiments were intended to test the reiptions
between apparent speaker changes and vowel perception. These experiments and
the AX pretest were carried out with different groups of participants. Using this
methodology, Johnson found an association between the likelihood of a perceived
change in spaker in the pretest and the magnitude of ananéluiced vowel
category shift in the main experiments. In listening conditions in which listeners
were likely to hear different speakers,-if@luced shifts were maximized. In
conditions in which listeners welékely to hear a single speaker these same
effects were minimized. This association applied to both the isolated word and the
phrasal presentation conditions.

Johnson presents a strong circumstantial case for the relationship between
fO-induced vowel qudly changes and apparespeaker characteristics. Although
his conclusions rely on some very reasonable inferences, they are inferences
nonetheless. Specifically, the methodology does not allow for insight into the
decisions listeners make on a timgttrial basis; nor, for that matter, does it allow
for insight into the behaviour of any one listener in both the pretests and the main
experiments, since different listeners were involved in all cases.

The experiment to be described below represents, in aesemn
amalgamation of aspects of both pretests and of the isolation conditions of
Experiments 1 and 2 of Johnson (1990). For each stimulus presented, we asked
participants to make simultaneous judgments of vowel quality and two aspects of
speaker charadtietics, so that analysis could proceed on a tdketoken basis.
Johnson found large effects of fO for isolated syllables in Experiment 1 where O
and formant patterns varied from trial to trial. When more information is available

about an apparentspe@ r 6 s i ntonation and (possibly)
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fO on vowel quality may be greatly reduée@ur experiment uses isolated vowels
with complete randomization of all stimulus properties from trial to trial, resulting
in what amounts to a speak@andomized condition with little to no extrinsic
context.

By simultaneously collecting both vowel quality information and
apparenspeaker characteristics, we can relatentfuced vowel quality shifts to
changes in the apparent speaker. Although wenateasking for listeners to
identify speaker changes directly, the collection of speaker gender and size
information will allow us to control for important aspects of perceived speaker
changes from the perspective of the listenerenbment of the vowglidgment.

If fO and apparerspeaker characteristics do not contribute to the
determination of vowel quality, they should not have a significant relationship to
vowel quality after the formant frequencies have been accounted for. If fO is
directly relatedto vowel quality, there should be a stable and consistent
relationship between f0, the FFs, and vowel quality. Additionally, after these
physical properties have been taken into account, there should be no relationship
between vowel quality and appareptaker characteristics. If fO affects vowel
quality mainly indirectly via its effect on apparesgeaker characteristics, there
could be a variable and complicated relationship among judgments of apparent
speaker characteristics, f0 and vowel quality. fenmnore, the relationship
between fO and vowel quality should be considerably weaker, or perhaps non

existent, once apparesgpeaker characteristics are controlled for.

" Other sources of variation, such as vocal effort, may also affect the relation between
stimulus properties and perceived vowel quality (See Traunmuller 1994). However, for
monosyllablic stimuli in mixegspeaker type presentation with a simple falling intonation
pattern, it seems unlikely that these potential sources of variance would have raeath eff
Furthermore, any effect they did have would simply tend to weaken any relations of the
kind we are studying here and should not add any spurious correlations.
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2.2 Methodology
2.2.1 Participants

Listeners were 19 students from the UniversitAlberta, 16 females and
3 males drawn from a participant pool in which undergraduate students take part
in experiments in exchange for partial course credit. They ranged in age from 17
to 54 years old. All were students taking an introductory levelergraduate

linguistics course.

2.2.2 Stimuli

The vowel continuum was constructed on the basis of naturally produced
data collected from Edmonton English speakers. A continuum was designed that
spanned from roughly the average A frequencies of théy/ of a male to those
of the average /ee/ produced by a female in seven equal logarithmic steps. The
vowels used were chosen because, when produced by Western Canadian English
speakers, they fall on a line almost exactly parallel to the line F1 = F24n log
formant space. This meant that a single scale factor could be applied to both
formants to either change vowel identity or to approximate the change in FFs
because of a change in speaker size. Additionally, production data collected at the
Alberta Phonetics &boratory indicated that F3 was nearly identical for the two
vowels, meaning that it carried little to no phonetic information. As a result of this
F3 could be manipulated without greatly affecting the phonetic quality of the
vowels, at least for vowel stiuli consistent with those of a single speaker. The
low F3 level was set using perceptual data also collected at the Alberta Phonetics
lab. An F3 frequency was selected at which ti#é/a&&/ boundary was
perpendicular to the F1 = F2 line so that F1 and FE&ilav contribute about
equally to possible category boundary shifts.

The fourth point of this continuum had 42 frequencies appropriate for
either an /ee/ produced by an adult male orAmproduced by an adult female.
This severstep continuum was comlad with three different F3+ conditions and
three different fO conditions for a total of 63 different vowels. The stimuli were

designed in a log space using In (Hz) (the natural logarithm of the frequency in
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Hz). The frequencies of all of the continuummgsiand fO and F3 levels used are
presented in Table 2.1.

fO Levels F3 Levels
Low | Mid. High Low Mid. | High
Initial 120 170 240 2475 | 2755 | 3068
Final 96 136 190
Step # 1 2 3 4 5 6 7
F1 684 735 789 848 911 978 | 1051
F2 1354 | 1455 | 1563 | 1679 | 1803 | 1937 | 2081

Table 2.1.Formant frequencies and fOs (Hz) used in the creation of the stimuli.

2.2.2.1 F1 and F2 Values

Since the vowels fall almost exactly parallel to the F1 = F2 line in log
space, F1 and F2 were modified at the same rate and are therefore perfectly
correlated. For this reason they will be treated as one variable, which for the sake
of brevity will simply be referred to as F1. The formants for each successive step
were about 0.0713 natural log units higher than those of its predecessor. This
corresponds to an increase of about 7.4% in Hz. A three step difference in the F1
continuum corresponds to a 0.21 (Hz) change (a 22.5% increase). This is
about one third the difference between the typical nfgléStep 1) and the typical
male /ee/ (Step 4) and also the difference between the typical male /ae/ (Step 4) and
the typical female /ze/ (Step 7). Thereforehange of F1 of this magnitude (0.214
In (Hz), or 22.5%) corresponds to the distance between these phonemes for a
single speaker and to the average difference between the phonemes as produced

by males and females.
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2.2.2.2 F3 and higher formants

The lov F3 was set at a value typical for adult males and the highest value
was calculated by increasing the log frequency by the previously mentioned male
to female step (.214 In (Hz), or 22.5%). The intermediate F3 value is the
(geometric) mean of the high afmlv F3s. The low F4 was set at 3200 Hz and
every successive FF (FBL1) was set at 1100 Hz higher than the previous FF.
The intermediate higher formant frequencies were raised by 11% relative to low
higher formants and high higher formants were raisecatyadditional 11%
relative to the intermediate higher formant frequencies. The factor corresponding

to F3 and the higher formants will be called F3+.

2.2.2.3 Fundamental frequency

The low fO level was set to 120 Hz, appropriate for an adult male. The
high fO level was set to reflect the natural covariance between FFs and fO. Nearey
and Assmann (2007) report that in a log scale fO inceda84d times as fast as
typical FFs, which is close to the value of 1/3 used by Miller (1989) to relate the
logs of F1 ad f0. This means that, for example, a speaker who produces an
average fO 1.0 In (Hz) higher than a second would also be expected to produce
FFs that are 0.31 In (Hz) higher (roughly 36%), on average, than this second
person. In accordance with this retesship, the high fO condition was one octave
higher than the low condition, which we set at a value appropriate for a male
speaker. This resulted in a high fO value of 240 Hz, which was considered
appropriate for an adult female. The intermediate fO ¢mmdis the (geometric)
mean of the high and low fOs. The fO values described above refer to the initial
f0. The fO contour decreased linearly across the vowel to a value 0.80 times the
initial value.

The fO levels in this experiment reflect the rangeeolsd for adults in
Hillenbrand et al. (1995). Specifically, the lowest fO used was 120 Hz which is
about 0.51 standard deviations lower than the average male value (mean = 131

8 An octave increase in Hz, is equal to 0.693 In (Hz). This times the 0.31 scale factor
gives us 0.214, the difference between the FFs of males and females.
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Hz, s.d. = 22 Hz). The highest fO was about 0.84 standard deviations above the
average adult female values observed (mean = 220 Hz, s.d. = 23 Hz).

2.2.2.4 Synthesis of stimuli

All vowels were 225 ms in duration, with steashate formants. They
were synthesized using an implementation of a Klatt (1990) synthesizer provided
on verson 5.1.01 of Praat (Boersnand Weenink, 2009) and synthesized at a
sampling rate of 44.1 kHz. The Praat Klatt synthesizer works on the basis of tiers,
each of which contains a separate piece of information about the sound to be
synthesized. A single voiceource tier was created containing the source
specifications to be used for all vowels across all conditions. The source was
created with a special focus on the female voice it would create, so that it would
sound like a naturally produced female voicel ot a male voice with a high
pitch. This was accomplished by using a slightly breathy voice source, and small
negative spectral tilt, both of which have been found to be associated with
femininity in North American English Rrice 1989, Klattand Klatt 1990,
Mendoza et al. 1996, Van Borsel et al. 2009

Three pitch tiers were created, one for each of the three fO conditions.
Tiers were also created containing formant frequency and bandwidth information
for the higher formants, formants13, in each of théhree F3+ conditions.
Because of the high sampling rate, 11 formants were found necessary to fill the
Nyquist band and prevent excessive energyafblat higher frequencies. Formant
bandwidths were set to the larger of 6% of the formant frequency bliz 68\l
sounds were synthesized using the single voice source and every combination of
formant and pitch tier for all three conditions resulting in 9 distinct conditions (3

pitch conditions x 3 formant conditions).

2.2.3 Procedure

Participants were insicted that they would be hearing a hurtika,
6roboticbé voice pr oduc iArpg/e/vPanicdns wérent end e d
asked to listen to the vowel and decide which of the two vowel categories the

vowel sounded most like. In a pilot experiment asked participants to indicate
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how tall and how masculine/feminine the speaker they just heard was. We found
that masculinity and femininity correlated strongly with fO and that it may have
been too specific a quality. Furthermore, many participarad difficulty
reporting the height of the speaker; some were not familiar with the imperial
system (we asked for heights in feet and inches) while others felt that height was
too specific, they thought the synthetic speakers varied by being more or less
muscular or bulky rather than by being taller or shorter. Rather than ask
participants for the continuous judgments of masculinity/femininity and height of
the speaker, we asked participants for two kinds of judgments about apparent
speaker characteristics:

1. A discrete gender judgment.
2. A graded size judgment, specific definition of size was left for the
participants to interpret as they saw fit. The size judgement was
Il ntended t o correlate with t he l i stene

length, and hence formaranges.

We left the definition of size deliberately vague because of difficulties
encountered in pilot experiments that used absolute physical units. The lack of
explicit instructions given to participants and the fact that the size scale might
havebeen used in different ways within each gender may have led to differences
in how listeners used the size scale. (See Appebdixiowever, any resultant
increase in variability would only add noise to the data. It thus seems unlikely to
bias any patternim the data in any specific direction relevant to the hypotheses at
hand.

Participants were presented with the sounds over headphones in a sound
attenuated booth and responses were recorded on a computer interface using
software specifically designed bye first author for this experiment. Vowel
quality responses were input by recording clicks of a mouse on a response button
800 pixels in length, where the-axis coordinate of the pixel on which the
participant clicked was entered as the response soeffainses were recorded on

an 800 point rating scale. Vowel responses were recorded on a button that said
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Hud (corresponding toA) on one end anéiad (corresponding to /ae/) on the
other end. Participants were told that the selection of vowel had tmttalbne
category or the other and that clicking towards the extremes indicated the degree
to which the vowel they had just heard sounded more like one vowel than the
other. This scale was aligned so that a larger value corresponded to a more /ae/
like vowd. For this reason, this measure will be referred to as the Openness of the

vowel.

A>>U A>U U>A U>>A

HAD HUD

Bigger Bigger

Replay

Female

Cancel
Start Smaller ges Smaller End

Figure 2.1. Screenshot of the experimental interface.

Speaker Size responses were recorded on two separate buttons, one
indicating a male speaker and one indicating a female speaker. Participants were
instructed that selection of speaker size was also continuous and that clicking
higher on the size button iwdted a larger speaker. The size/gender buttons were
400 pixels high, in this case theayis coordinate at which the participant clicked
was entered as the size response. The Sp&@judgment scale was aligned so
that a larger value correspondedhttarger speaker. Size responses were recorded
on two separate buttons, one labelladle and the otherfemale,which were
placed orthogonally to the vowel response button. The use of two separate size
buttons, one for each gender allowed us to collectilsameous gender and size
information with a single click. Speaker gender was coded so that a value of 0

corresponded to a female speaker and 1 corresponded to a male speaker. Since
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this value indicates a male speaker, this value will be referred to anddal A
screenshot of the experimental interface is provided in Figdtel® control for

any spurious correlation between vowel and speaker judgments due to horizontal
arrangement of the response buttons, the -lgjht position of the Male and
Femaleresponse boxes was counbalanced across listeners.

The procedure was as follows: A stimulus was presented, after which
participants had to make a vowel quality and speaker size and gender
determination. After these three values had been provided, tttestenulus
would play after a 500 ms pause. Vowel sounds were presented in a random order
along all stimulus dimensions. Participants were told they could repeat a stimulus
up to 2 more times by hitting a button markeglay but only if they had not
selected any responses for that stimulus. To cancel or undo any selections they
had made, participants could click on a button madattelwhich erased any
answers already provided for the current and previous stimuli, placed them both
back into the upcomingtimuli queue, and fshuffled the queue.

Participants took part in experimental sessions of approximately one hour
in length. Before beginning the experiment, participants completed a short
training session during which they became familiar with théstasnd the
response interface. During the training session participants heard naturally
produced /hVvd/ syllables containing either /ae/ Arit which the stimuli were
produced by two male and two female speakers. Standard practice was to have
participants listen to three repetitions of the stimulus list (189 responses),
followed by a short break, after which the participant performed another three
repetitions of the same list. In some cases, participants were not able to perform
all six repetitiors of the stimuli list. In these cases, only the data from completed
repetitions was used. A total of 6,921 responses were collected across all 19
participants.
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Evidence:

Inference:

Expected Effect on variable:

Higher F1 More open vowel
Higher F3+ Shortervocal tract Less open vowel
Higher fO Shorter vocal tract Less open vowel
Higher formants/fO | Less likely to be male Female response
Higher formants/fO Smaller speaker Lower speaker size respons

Larger speaker Size

Longer vocal tract

More open vowel

Male Longer vocal tract More open vowel

Table 2.2. Expected relationships between pairs of variables, all other things being equal.
Where appropriate, the intermediate inference leading to this relationship is given.

2.3 Results

To organizea discussion of the results, we will outline the expected
relationships between pairs of variables according to an indirect fO theory in
which fO0

in turn is assumed to be correlatgiih vocal tract length and formant frequency

changes vowel quality?®whigh affectin
ranges. These relationships correspond to the expected correlatiordl witrer

things being equalOpen vowels occur with F1 frequencies near a speaker's
maximum F1. A speaker with larger vocal tract hdsweer maximum F1 than a
speaker with a shorter vocal tract. If interpreted as coming from a speaker with a
larger vocal tract, a stimulus with an intermediate F1 will appear to be nearer to
that speaker's maximum F1 and hence sound more open. As aeesldhce
which would lead a listener to conclude that the speaker is larger should lead to
the perception of a relatively more open vowel, while evidence to the contrary
would result in the perception of a relatively less open vowel for any given set of
formant frequencies. A summary of related predictions is presented in Table 2.2,

assuming average natural relations between gender, fO and vocal tract length.

our usage of the term O6frame of referenced h
formant space that is likely to be used by a speaker. This usage is consistent with the
tradition of J0041948), Ladefoged and Broadbent (1957) and Nearey (1989).
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This experiment contained three manipulated variables (F1, F3+ and f0)
and three response variablezowel openness, Maleness and Speaker Size). The
manipulated variables were controlled experimentally and are not affected by any
other variables. The response variables are the three variables whose values are
provided by the listeners. These reflecbperties that exist only in the mind of
the listener and may interact with the manipulated variables, and with each other,

in unknown ways.

2.3.1 Partial correlation analysis

To investigate the relationship between these variables, a series of within
paticipant partial correlations was conducted. By considering the partial
correlations between pairs of variables after controlling for all of the remaining
variables we can investigate the relationship between these variables
independently (of any linearffects) of all the others. For example, the partial
correlation between fO and vowel quality after controlling for F1, F3+ and
Speaker Size and Maleness will tell us how fO and vowel quality are expected to
co-vary for a vowel with given formant frequensiezhen produced by a speaker
of given apparent size and gender. The process to be outlined below was carried
out for each pair of response variab{gowel openness, Maleness and Speaker
Size) and every combination of individual response variable andidndiv
manipulated variable (F1, F3+ and f0). The process will be outlined using the
relation between fO and Speaker Size as an example.

The following procedure was applied to the data of each listener in turn.
To investigate the relationship between fO and Speaker Size independently of all
of the other variables in the experiment, each of these two variables was regressed
in turn on the mmaining four variables (F1, F3+, vowel openness, Maleness).
After this, the correlation between the residuals from the two regressions was
found. The resulting partial correlation coefficient corresponds to the correlation
between fO and Speaker Size aftmntrolling for the effects of all of the
remaining variables. In this particular case, it is expected that fO will be negatively
related to Speaker Size since higher fOs should be associated with smaller

speakers. If, all other things being equal, pgréints associate higher fOs with
35



smaller speakers, then the partial correlation between Speaker Size and fO should,
on average, be significantly different from zero. If participants do not associate
smaller speakers with higher fOs then the expected valuaverage partial
correlation between fO and Speaker Size after controlling for F1, F3+, vowel
openness will be zero. Since this correlation islitectional, any discussion of
cause and effect is dependent on the variables involved. For example, it is
presumed that fO causes the change in vowel openness rather than the other way
around, since fO is controlled by the stimulus design. Causal relations between
pairsof judged qualities, however, are indeterminate.

This process was repeated for all 12 paifssariables considered. This
resulted in 19 partial correlation coefficients (one for each listener) for each of the
12 variable pairs. Following the twsiage procedure of LordndMyers (1990),
independent sampletésts were performed on the coefiais for every pair of
variables to see if the results were significantly different from zero, on average

across participants. The results of thedts are presented in Tabl8.2

Relation F1,VvO | F3+,VvO | fO,VO | F1,M F3+, M fo, M
Mean Corr. | 0.802 -.215 -.053 -.152 -.147 -.744
t (d.f. 18) 64.5 -10.9 -3.02 | -6.49 -9.02 -41.0
p. value <.001 <.001 .007 | <.001 <.001 <.001

Relation F1,S F3+,S | f0,S | M, VO S, VO S, M
Mean Corr. -.212 -.151 -.374 .049 .027 -475
t (d.f. 18) -9.18 -4.05 -8.59 3.00 1.06 -12.2
p. value <.001 <.001 | <.001 | <.008 .303 <.001

Table 23. Results of -tests performed on the withparticipant partial correlation
coefficients for pairs of variables. Variables included are F1, F3+, fO, Vowel openness
(VO), Maleness (Mand Speaker Size (S).

All except the last column of Tablerelate directly to patterns predicted

by the general indired® normalization model discussed at the beginning of
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Section 2.3 as summarized in TaBl8. Notably all are in the expectddection

and all are significant at p < .01 level or better, save for the relationship between
Speaker Size and vowel openri8salthough the relation between Speaker Size
and vowel openness does not reach significance usintges, t14 out of 19
listengs show a positive relationship between the two variables, a result that is
not likely to have occurred by change £ .022 via a nosparametric binomial
test).

The predictions of Table .2 involve relationships between specific
stimulus properties and skener judgments of vowel quality or speaker
characteristics, or between speaker characteristics and vowel quality. However,
the last column of Tabl2.3 involves the relation between the judgments of the
two apparenspeaker characteristics, controllinigr all other factors. The
significant negative partial correlation between Speaker Size and Maleness is at
first surprising, since one would expect voices heard as Male to be associated with
larger absolute sizes. There are, it turns out, reasonablenatipies for the
negative partial correlation actually observed. These are discussed in Appendix

Figure 2.2 shows the distributions of the coefficients of Table 2.3 across
listeners. In the discussion below, references to relative strength of relgtionshi
between variable pairs will be based on the average magnitude (absolute value) of
the partial correlation coefficient so that a variable pair with a larger magnitude
will be deemed to have a stronger relationship than one with a smaller magnitude.

F1 andF3+ both relate strongly to vowel openness, though F1 is a stronger
determinant. With the exception of one listener, the distribution of coefficients for
the F1 to vowel openness relationship are tightly clustered around the mean, while
the coefficients epresenting the relation between vowel openness and F3+ are
more equally distributed over a wider area. The relations between F1 and
Maleness and F1 and Speaker Size are only slightly stronger than those between
Speaker Size and F3+ and Maleness and E3eeims that both F1 and F3+ affect

YAll variable pairs except Speaker Size
adjusted ondailed (in the expected direction) single test level of p = 0.00874 for a
family size of 12.
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both vowel quality and apparent speaker size, but that F1 is more strongly linked
to vowel quality while F3+ is more strongly linked to appaigrgaker
characteristics. Maleness is related to all three of the maniguags, though fO
is its strongest determinant. Speaker Size is also determined jointly by considering

all three manipulated variables and fO is also its strongest determinant.
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Figure 2.2.Distributions @cross participantspf average partial correlaon coefficients
between pairs of variables (V.O. = vowel openness, S.S. = Speaker Size, Male =
Maleness) The dtted lines represent bounds at which an individual participant's
coefficient reaches significance (p < 0.05)

2.4 Assessment of the indirecess of effects

The fact that all of the relations presented in T&bBare in the expected
direction (all but one significantly so) is taken as evidence that the basic structure
of the design was successful. Since the stimuli were synthesized usingiparam
synthesis, no real speaker identity or vowel quality can be associated with any of
the stimuli other than whatever properties are attributed to the sound or speaker on
the part of the listener. However, participants demonstrated an ability to extract
both vowel quality and apparespeaker characteristics from the stimuli.
Furthermore, they interpreted this information in a fairly consistent way.

Figure 23 presents the same information found in Tab& &hd Figure
2.2 but in a manner that is easierinspect visually. The arrows between variables

indicate the presumed direction of the effects and the numbers besides each
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variable indicate the average strength of the effects. The direct effect of a
manipulated variable on the response variablesbmafjudged by the average
strength of the direct connection between the two variables. The indirect effect of
a manipulated variable can be gauged by considering the effects the variable had
on one or more of the response variables jointly with the eftbetsesponse

variables have on each other.

Figure 2.3. Partial correlation coefficients (averaged over participants) between pairs of
variables (V.O. = Vowel Openness, S.S. = Speaker Size, Male = Maleness). The broken
line between Size and Vow®benness indicates the only relationship which did not
reach significance bytest. Arrows indicate the presumed direction of effects.

Let us define a pure direct relationship between fO and vowel openness as
one that is not mediated by apparspeakercharacteristics. For example, the
relationship between fO and vowel quality in the model of Syrdal and Gopal
(1986) qualifies as a pure direct relationship in this sense. The inclusion of
concomitant i nformati on about-speaker| i st ener ¢
characteristics should not affect this direct relationship in any way. Specifically,
the correlation between vowel quality and fO would be essentially unaffected after
controlling for a listener's judgment of speaker gender in a partial correlation

analysis.
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Similarly we define a pure indirect relationship between fO and vowel
openness as one that is mediated by the direct effects of fO on certain apparent
speaker characteristics: fO affects the appeaspatker characteristics which in
turn affect wwel openness. In such a case, when behavioral measures of those
apparensspeaker characteristics are accounted for, the partial correlation between
fO and vowel openness will approach zero.

The cases outlined above represent the endpoints of a range of
possibilities. A series of exploratory models were considénatiwere intended
to shed light on the relative direct and indirect effects of the three manipulated
variables in the experiment (fO, F1 and F3+) on vowel openness.

To this end, we examined aiges in partial correlation coefficients
between manipulated variables and vowel openness in two kinds of models. We
will illustrate these kinds of model for fO. The first kind of model will be referred
to as a fullycontrolled model. It is identical in fo to the kind of analysis
reported in Section 2.3.1. To review, the partial correlation between fO and vowel
openness is calculated after controlling for all other variables; namely the two
other manipulated variables F1 and F3+ and the two other respanables
Maleness and Speaker Size. The second kind of model will be called -the no
speaker model, where the response variables Maleness and Spieakare left
out of the model.

Thus the original, fullycontrolled model correlations included apparent
speaker characteristics, while the-sigeaker model ignores them. Our analysis
follows the logic outlined in the beginning of this section. If fO has a largely direct
relation to vowel openness, then there should be little difference in the partial
correlagions between fO and openness of the falytrolled and nspeaker
models. If the relation is predominantly indirect, then it is expected that the
partial correlation coefficients between fO and vowel openness will decrease
noticeably in magnitude in ¢hfully-controlled model. The degree of this decrease
will be taken as a measure of the relative indirectness of the relationship.

Similar assessments of the relative indirectness of the other two

manipulated variables, F1 and F3+, were undertaken. Fessasg the relation
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between F1 and vowel openness, fO and F3+ were partialled out as control
variables; for assessing the relation between F3+ and vowel openness, F1 and fO
were the control variables.

Differences between the two modelere tested usinghe same process
outlined in Section 2.3.1, following the twatage analysis of Lorcand Myers
(1990). If the partial correlation coefficients do not change significantly between
the two models, the expected value of the differences between the two edtimat
partial correlation coefficients for a single participant will approach zero. To test
this, a series of paireetésts were carried out on the differences between the two
estimated coefficients across the 19 participants. The results of dteste sbw
that all three differences are significant indicating that the inclusion of apparent
speaker characteristics in the model significantly affects the relationship between
vowel openness and F1, F3+ and fO. Furthermore, in all three cases the partial
corrdation coefficients as estimated by the futigntrolled model decrease in
magnitude relative to those obtained from thespeaker model indicating that
F1, F3+ and fO all have significant indirect effects on vowel quality. Of the three
cues investigated0 was most strongly affected by the inclusion of apparent
speaker characteristics (mean difference = 0.091, t = 4.48, df =aue <
0.0003), followed by F1 (mean difference = 0.021, t = 4.71, df = A&lye <
0.0002) and F3+ (mean difference =X¥0t = 2.573, df = 18,-palue < 0.02).

F1 F3+ fO

No-speaker Mean 0.824 | -0.232 | -0.144

Fully-controlled Mean 0.802 -0.215 -0.052

2.6% 7.5% 63.3%

Decrease in Magnitude

Table 2.4. Mean partial correlation coefficients across all 19 participants for the fully

controlled andno-speaker models. The percemictkase in mean indicates the decrease
in magnitude from the fullgontrolled model to the rspeaker model as a function of the

magnitude of the nepeaker model.
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Another way to consider changes in the estimated coefficients across the
two models is to consider the change in the mean partial correlation coefficient for
pairs of variables between the-gpeaker and fully contr@t models. The means
for pairs of variables across both models, and the corresponding percentage
decreases in magnitude are presented in Table 2.4. Although the absolute change
in the F3+ coefficient is smaller than that seen in the F1 coefficients, Wiseis t
considered as a percentage of its original magnitude, the relative change in F3+ is
actually larger than that of the F1 coefficients. The change in the fO coefficients is
dramatically larger than either the F1 or F3+ changes. These results reinforce
those presented in Section 2.3.1 which suggested that F1 was more strongly
related to vowel openness than F3, and that fO is strongly related to apparent

speaker characteristics but only a weak direct determiner of vowel openness.

2.5 General Discussion

Since this experiment was designed to investigate the relationship between
fO and vowel quality, the first question is whether fO affects vowel quality at all. It
is clear that it does, participants identified an average of 11% more vow@ls as /
when theyhad the highest fO relative to the same vowels when presented with the
lowest 0. This result is quite far from zero (t = 6.1254, df = d&lpe = <.0001)
and only 1 of 19 listeners did not show an increase in the number of vowels
identified as as D rose. The change in fO must be ultimately responsible for the
change in vowel quality across fO levels since the vowels across fO levels are
identical in all other respects.

Not only does fO have an effect on perceived vowel quality, but both sets
of patial correlations considered in the previous section show a significant
relationship between fO and vowel quality after adjusting for other factors
considered in either model. These results are difficult to reconcile with any
hypothesis in which fO is coptetely uncorrelated with vowel quality. Smith et al.
(2005) and IrincandPatterson (2002) have proposed that vowel quality is entirely

determined byaspects of the spectrum independent aof $ince the partial
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correlation between fO and vowel openness wealculated after correcting for F1
and F3 informatiol, and these factors should entirely determine vowel quality, it
is not clear why fO should have such a persistent relationship with vowel quality.
In fact, our results indicate that any theory of vbperception which completely
disregards the influence of fO on vowel quality cannot be an accurate
representation of human behavior, at least in these rasgeaker listening
conditions.

The question then becomes whether the effect of fO on vowel quslity
mainly direct (as is the effect of the FFs) or mainly indirect (as is the effect of
apparenspeaker characteristics). If the effect of fO on vowel quality were direct
and based on the natural covariance of FFs and fOs experienced by people on a
daily basis, then the relationship between these two variables, all other things
being equal, should cluster around the value dictated by this natural covariance; it
should not be spread over a large range of values. Additionally, the relationship
between fO angowel openness should not be dramatically affected by controlling
for relevant apparergpeaker characteristics. Specifically, if the relationship of fO
to vowel quality is of the same kind as the relationship between vowel quality and
the formants, thethe fO-vowel openness relationship and theveivel openness
and F3vowel openness relationships should change in similar ways as a result of
controlling for Speaker Size and Gender.

Our results indicate that none of the restrictions or predictions gdsita
direct fO hypothesis play out. Participants show a wide range of sensitivities to
this relation, in some cases even showing exactly the opposite relation between fO
and vowel quality that one would expect. Although the behavior of a few
participantsis unusual or difficult to interpret, the variation exhibited is itself a
challenge to any theory of vowel perception in which fO is tied to vowel quality in
a stable and consistent way. If the effect of fO is not fixed, but is instead

modifiable to suitthe listening conditions, then it ceases to be direct fO

1 Apparentspeaker characteristics were also accounted for in the larger model, however,
these should not affect the outcome according-foef® hypotheses.

43



normalization. This will also apply to any scheme that relies on fixed0F1
relations in the determination of vowel quality (see also Johnson 1990).
Furthermore, the relationship between fO and Joamgenness is considerably
weakened after controlling for apparepeaker characteristics while the-F1
vowel openness and R®wel openness relationships maintain much of their
strength. Although this does not tell us about the exact relationship beffveen
and vowel openness, it is enough to conclude that this relationship is of a different
kind than that between the FFs and vowel openness.

The hypothesis that fO affects vowel quality mainly indirectly, via its
effect on apparergpeaker characteristigs perhaps the only remaining viable
hypothesis, and its predictions are walpported by our results. Although f0
strongly affects vowel quality, once apparspeaker characteristics have been
accounted for (using the response variables Speaker SizéVialetess) the
relationship between fO and vowel quality is weakened. Additionally, both
Speaker Size and Maleness show a consistent relationship with vowel openness
independently of the FFs and f0. It seems that fO affects vowel quality insofar as it
afect s a | i stenerod6s expectations about
such expectations take the form of general characteristics used by traditional
normalization theories (e.g., formant ranges or vocal tract length) or the more
detailed individuabpparenspeaker characteristics of exempdaiented models.

However, although the indirect effect of fO on vowel quality seems to be
the more salient one, fO still appears to exert a significant direct effect on vowel
quality. The variables we used to easure apparespeaker characteristics,
Speaker Size and Maleness, were, in effect, surrogates for listearaal latent
variables that specify whatever speaker information directly affects vowel quality.
It is possible that the apparently direct effetfO on vowel quality might actually
be due to the fact that our indices of appasp@aker characteristics, Speaker
Size and Maleness, are not sufficient to fully approximate the true values of the
relevant internal variabledHowever, the results wéave presented strongly
support a theory of vowel perception in which the presumed identity of the

speaker plays an important role in the determination of vowel quality. A more
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elaborate form of latent variable modeling and/or a better set of behavioral
instruments relating to relevant judgments of appaspeéker characteristics
might elucidate this question.

In the introduction we suggested the normalization process was being
approached as a black box system where we would not seek to define the exact
internal working of the process but simply to infer what information plays a
significant role in the systemb6s transfer
to say that both fO and appareameaker characteristics play a role in this process
in a maner broadly consistent with an indirect model of speaker normalization.
However, the precise mechanisms by which these factors operate remains to be

determined.
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Chapter 3

Vowel normalization and the perception of speaker
changes: An exploration of the contextual tuning

hypothesis

3.1 Introduction

There is a manyo-many relationship between vowel categories and the
acoustic characteristics listeners use to determine vowel gy&éierson &
Barney 1952)Producions of a single vowel category by different speakers might
be very different acoustically, just as productions of different vowel categories by
different speakers might be very similar acoustically. Differences in production
between speakers may arisenirdifferences in speaker gender, size, age, dialect,
or any number of other factors. Despite potentially large differences in the
acoustic characteristics of a vowel when produced by different people, listeners
generally identify vowel tokens with good acacy. Even for isolated vowels,
free from any consonantal context, identification can be quite Agénfann et al.
1982; Macchi, 1980Rakerd et al. 1984)However, it is well known that for a
given set of likening conditions, speech presented in a mi@de condition
tends to be identified less accurately and more slowly than when similar stimuli
are presented blocked by voi@ssmann et al. 1982; Creelman, 1957; Magnuson
& Nusbaum, 2007; Mullennix, Pisoni, & Martin, 1989; Verbrugge et al. 1974,
Nusbaum & Morin 199p The dropoff in identification performance in mixed
voice listening conditions relative to singteice conditions for the same task will
be referred to as thmixedvoiceeffect.

The mixedvoice effect is also associated with additional processing

relaive to singlevoice conditions.Wong et al. (2004 report that listeners

50



demonstrate increased activity in areas of the brainwedoin speech perception

in mixedvoice vs. singlevoice listening conditions, indicating that mixedice
listening conditions bear an added cognitive burden. Nusbaum & Morin (1992)
asked participants to remember a series of numbers during a speeditatienti

task and found that this increased reaction times only in rvge@d conditions,
indicating that the process of adapting to differences between speakers interacts
with workingomemory load. SimilarlyMartin et al. (1989) found that serial recall

of wordlists is worse when the words are produced by multiple voices, relative to
when they are produced by a single voice. Although the exact nature of the
mixed-voice effect, and the cause of the additional processing observed in mixed
voice listening onditions, is not exactly known, it seems likely to arise from the
mechanism by which listeners account for differences between speakers.

The process by which listeners account for spetikepeaker differences
in the production of vowels is commonly eefed to asnormalization Many
theories of normalization involve the estimation of a spedkpendent formant
space(Joos, 1948; Ladefoged & Broadbent, 19%&rstman, 1968; Ainsworth
1975; Nearey 1978\earey, 1989Nearey & Assmann 2007). The estimate of the
speaker's formargpace need only be detailed enough to let thenkst know
what formant frequencies should be expected for a given vowel category, when
produced by the speaker. The listener then determines vowel quality in reference
to the estimate of the speaker's formsprice, rather than by considering the
acousticinformation carried by vowel sounds in absolute terms. Following this
tradition, the terrmormalizationwill be used to refer to the process by which a
listener arrives at an estimate of a spealependent formargpace in order to
interpret the vowels pduced by a speaker.

If normalization were carried out for each vowel token in turn, without
reference to what has been heard previously, one would expect that identification
rates for vowels produced by a given speaker would not depend on the number of
voices in the round. In addition, reaction times associated with the identification
of a given set of speech sounds should not vary based on whether they were

presented in a mixear singlevoice listening condition. Instead, the existence of
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a mixedvoice effect strongly suggests the importance of extrinsic information in
vowel perception, and for the process of normalizatidn singlevoice blocks,

the listener is presented with vowels produced by a single voice so that
information from previously heardowels may be used in order to more
accurately identify upcoming vowels. In mixgdice blocks, the formargpaces

of speakers may differ in such a way that considering vowels produced by one
speaker relative to the formaspace of a second speaker megd to errors. This
fundamental difference between mixeshd singlevoice listening conditions may

help to explain some of the causes of the mixaide effect.

3.1.1 Contextual Tuning Theory

Nusbaum & Morin (1992) and Magnuson & Nusbaum (2007) suglyatt
normalization is controlled by a process they refer tcagextual tuning This

approach to normalization is summarized in Nusbaum & Morin (1992):

Afattentional de mavoicesonditions]rbecausee [ i n mi xed
the presence of this variability relationships between speech and

linguistic responses requires active processing to reduce the set of

possible responses to a single response (Nusbaum & Schwab,

1986). This active processing uses information contained within a

single token of speech taqvide the context for recognizing the

linguistic structure of the utterance, namely a representation of the

tal kerds vocal characteristics. When t
ment al representation of t he tal ker 6s
constrain the represtation of subsequentterances, the demands

on attentiopl28re reduced. o (

This formulation of contextual tuning suggests that a listener arrives at a
formantspace estimate using information carried by the first speech sound

produced by a new voice to interpret subsequent productions by that same voice,

12 Extrinsic information is information which is not carried by a vowel sound itself, while
intrinsic information is carried within the vowel (Ainsworth 1975, Nearey 1989). For
example, the average pitch or formant frequencies of a carrier phrase that precedes a
vowel is extrinsic to the vowel, while the formant frequencies and pitch of the vowel are
intrinsic to it.
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and is thus generally cguatible with a (conditional) extrinsicormalization
framework. Nusbaum & Magnuson (2007) refine the theory, stating that:

Afa change in talker triggers normalizat
until a stable mapping between the talker and internal phonetic
categories is achieved. The stable mapping is then maintained until
a talker change is indicated acoustically (e.g., by large changes in
FO) or more implicitly (e.g., via failu

They later note that:

fiThe problem of adjustingp changes in talker characteristics then

might be thought of as the same kind of computational problem as

recognizing phonetic structure (cf. Nusbaum & Magnuson, 1997).

In other words, detecting talker differences that require perceptual

accommodation istself a perceptual problem that may not be

handl ed automatically or passivelyo (40

3.1.1.1 An elaboration of the contextual tuning approach

Magnuson and Nusbaum (2007) make it clear that th@nt is not to
investigate thespecific mechanismswolved in normalization or the detection of
speaker changes. Their goal is only to investigate the cognitive mechanisms by
which the normalizati on [the leeave Biteig of s contr o
identifying speci f i (d406) Méhodgla rai feliiledgedr e mai ns o
identification of such mechanism will not be attempted here, it is useful to explore
some modest extrapolations of this general framework that relate in part to
somewhat more specific proposals about normalization from the literafuireattn
be subjected to empirical test.

According to contextual tuning, the important factor governing the use of
extrinsic information in vowel perception is not whether there has been an actual
speaker change, but whether the listetmenks that there hs been a speaker
change. Because of the mawymany relationship between the acoustic
characteristics of a speech sound and speaker changes, it is difficult to delineate

the exact conditions under which a listener will detect a speaker change. For
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exampeé, Magnuson & Nusbaum (2007) report an experiment (Experiment 4) in
which listeners performed a speeded monitoring task for blocks made up of
synthetic voices which differed only slightly in their fO (150 Hz vs. 160 Hz), but
were identical in all other rpscts. One group of listeners was told that the blocks
contained a single voice while the other group was told that the blocks contained
multiple voices. The group which was instructed that blocks contained multiple
voices exhibited a significant increage reaction times relative to the group
which was told that the blocks contained a single voice. Presumably, listeners
who were instructed to expect multiple speakers treated the condition as a mixed
voice one, thereby leading to the longer reaction tityigally observed in such
tasks. The group which was instructed to expect one voice did not detect speaker
changes and did not exhibit the increase in reaction times, despite being presented
with identical stimuli.

Contextual tuning is composed of twaopessesthat may result in
additional cognitive demands and may help explain the increase in reaction times
present in mixedioice conditions. First, thesemation of the speakelependat
formantspace may be a cognitively burdensome process, whicHtsreisu
increased reaction timeélthough the refinement of the formaspace estimate
may be an ongoing process in singteéce conditions, it seems reasonable to
think that at some point a | istener may be
voice so thht nor mal i zati on I S no |l onger necess:
between acoustic input and internal representations has been achieved). In a block
in which voices (and their related formasgaces) change from trial to trial in an
unpredictable manner, lesstener may never arrive at this level of confidence.
Another possibility is that the initial estimation of the formap&ce is the most
cognitively burdensome, and that refinements to this estimate are less costly. If
this were the case an increaseeaation times in mixedoice conditions would
also be observed even if listeners performed forrapate estimations for each
vowel since mixeevoice listening conditions would results in relatively more

initial estimations than refinements.
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Secondly, he detection of speaker changes, or the diversion of some
cognitive capacity in order to detect speaker changes, may slow the identification
of speech sounds. Although it is reasonable to think that listeners may also
monitor for speaker changes in singl@ce conditions, this process may not be
given a high priority in situations in which listeners do not expect a speaker
change. Furthermore, in the event that a speaker change is detected, secondary
processes that bear an additional cognitive load maynhe@ctive. For example,
when a likely speaker change is detected, the listener may attempt to estimate the
characteristics of the new speaker (e.g., gender, height, age, socioeconomic status,
dialect). The listener may also attempt to assess how necésisaty reinitiate
normalization completely, or whether any evidence from previous speech sounds
might be used to inform the newestimation.

Contextual tuning may also help explain some of the decrease in
identification rates for mixedoice condiobns. Because of the uncertainty
involved in the detection of speaker changes in a mixace block, listeners may
fail to notice a speaker change, just as they might think that there has been a
speaker change in cases where there has not. When there aferlaayespace
differences between speakers, failing to notice a speaker change, and combining
extrinsic information from multiple voices, may lead to errors. This suggests that
at least some of the decrease in performance associated with thevibed
effect is due to the inability of listeners to correctly detect speaker changes in
situations where it would be beneficial to do so to maintain high identification
accuracy. If this view of normalization is correct, then one would expect that in
situations hat facilitate the detection of speaker changes, the decrease in accuracy
related to formanspace differences between speakers might be minimized.

Although not explicitly stated by Nusbaum and colleagues, contextual
tuning seems to imply a rather compleslationship between reaction times,
identification accuracy and the detection of speaker changes. In general,
phonetically ambiguous stimuli, or more difficult mixedice lists, might be
expected to result in a decrease in accuracy and an increasetiom times so

that identification accuracy and average reaction times may be negatively
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correlated across blocks (sé&'halen et al. 1993) Independently of this
relationship, the detection of speaker changes and theitiagion of the
normalization process may also result in an increase in reaction tioesver,

since the renitiation of the normalization process resulting from a detected
speaker change should result in a more accurate estimation of the speaker's vowel
space, it should result in relatively higher identification accuracy by reducing
ambiguity. Consequently, if contextual tuning is correct, one would expect that
when the listener detects a speaker change, reaction times will increase without

necessarily being associated with lower accuracy.

3.1.1.2 Differential predictions of alternative acounts

This version of contextual tuning may be contrasted with two alternative
views of normalization in which the detection of speaker changes does not play an
important role. Inpure-intrinsic normalization theories, the detection of speaker
changes is irrelevant because extrinsic information does not play an important role
in vowel perceptionSyrdal & Gopal, 1986Smith et al. 2005)According to
these views, each vowel mabkenngiégsakssehat al
the information necessary for its interpretation. If this were the case, we would
expect that identificationates for vowels for a given voice should not vary based
on whether they were presented in a mixed singlevoice condition. With
respect to reaction times, although listeners may take more or less time to identify
a given vowel produced by a certain amj there is no clear reason why the
reaction times associated with the identification of a set of stimuli should vary
systematically based on whether they are presented in a-nuxesihglevoice
condition. Furthermore, although there may be a posigl&ionship between
average reaction times and identification accuracy in a block, this relationship
should not be mediated in any way by the detection of speaker changes.

A second possibility is that extrinsic information is important, but that
listenersuse information related to the spectral properties of thenladtens (or
the lastk seconds of speech) in order to estimate the spekgpEmdent formant
space, with no role for the detection of speaker changes. This might be expected if

normalizationwere primarily driven by mechanisms such as those reported in
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Watkins & Makin (1994)and Watkins & Makin (1996)in which listeners were
demonstrated to compensate for the kgrgn spectral characteristics of a signal
when identifying vowel sounds. In a series of experiments, Watkins and Makin
presented listeners with a carrier phrédeowed by a word containing a vowel
token, and asked listeners to identify the word that followed the carrier phrase.
Several experiments were carried out, and several different filters were applied to
the carrier phrases.

Results indicate that the peived identity of the vowel following that
carrier phrase was predictable based on the -terrg average spectral
characteristics of the carrier phrase. The authors suggested that some of the
perceptual shifts observed in experiments which manipulatéeicginrases to
affect the perceived identity of a following target may be caused by
accommodation to the lorigrm average spectral characteristics of the carrier
phrase, and not the result of the listener adapting to the fospané suggested
by the carier phrase. Although there are no clear examples of a normalization
method that relies solely on a mechanism like this in the literature, a fermant
space normalization system that utilizes statistics such as formant means or ranges
over given intervals nght have generally similar properties.

A normalization method which worked solely by mechanisms of this kind
might be termegbassiveextrinsic since the extrinsic information involved in the
process is not variable based on perceived speaker changesstenrerl
expectations, but only on the recent history of stimulus properties (in contrast to
this, contextual tuning might be thought of as astiveextrinsic™ model of
normalization). If the estimate of the speallependent formardpace involved
the joint consideration of information from a fixed number of previous tokens,
identification errors would be correlated with the difference between the fermant
spaces of the two voices, since the estimated forsatte would be somewhere

13 The distinction between active and passive control structures, and their implications for
theories of normalization is discussed in detail in Magnuson & Nusbaum (2007). In short,
active control structures allow for the same input to rasudlifferent outputs based on

the specific listening situation, while passive control structures feature a predictable and
rigid relationship between input and output regardless of context.
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between these two. Rdmm times might be expected to vary based on the
phonetic ambiguity of the vowels being presented, but again, there should not be
systematic variation in the relationship between reaction times and identification
accuracy resulting from whether the listenthought the round contained one, or

more than one speaker.

3.1.1.3 Testing Contextual Tuning Theory in Magnuson & Nusbaum (2007)

Magnuson & Nusbaum (2007) present the results of an experiment
(Experiment 1) meant to offer explicit support for contaktuning theory’. The
stimuli consisted of isolated vowels produced by four natural voices; those of two
adult males and two adult females. The average F1 and F2 values for the vowels
of the two female speakers differed by only 0.3%, while the averagad¢F2
values for the two male speakers differed by 5.4Mhough withingender
differences were somewhat larger for the males than for the females, both were
small compared to the 20% differences between males and female speakers.
Vowels were presentdd blocks of 16 vowels produced by either a single
voice, or two different voices. Each listener heard vowels presented in both
single and mixedvoice conditions, where one group of listeners was always
presented with mixesloice blocks in which speakergere of the same gender,
and another group was presented with mixede blocks in which speakers were
of different genders. Within each block, the target vowel was one i A/,
while distractors were chosen from the vowels /@ &, plus any of te four
target vowels that were not acting as targets for that particular block. Each block
contained a total of four targets inserted randomly into the sequence, with the
constraint that no two targets appear in a row. Listeners performed a speeded

monitoling task where they had to push a computer key as soon as they heard the

4 This experiment is a replication of Experiment 4 in NusbaumagMison (1992). The
pattern of results reported for that experiment are generally consistent with what is
reported in Experiment 1 of Magnuson & Nusbaum (2007). Unfortunately, the authors do
not provide a full accounting of results, nor do they provideeful description of their
vowel stimuli. For those reasons, the results of that experiment will not be discussed here.
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target vowel (indicated to them on a monitor), and ignore altaayet distractor
vowels. Response times were measured from stimulus onset, and hit rates
(responses registered foNng targets) and false alarms (responses registered
following distractors) were collected.

Magnuson & Nusbaum report a significant decrease in hit rates for -mixed
voice blocks relative to singheoice conditions. Hit rates were slightly higher for
differentgender blocks relative to sargender blocks overall, but the main effect
for gender homogeneity did not reach significance. There was a nearly significant
(p = .072) interaction between talker condition (mbspeaker vs. singlspeaker)
and gender hoogeneity. Reaction times were significantly higher in all mixed
voice blocks relative to the singimice blocks, save for the femdiemale
mixedvoice blocks which did not differ significantly from singleice blocks.

According to contextual tuning,epformance may be higher in different
gender mixeeroice blocks than in the sargender mixed/oice block because
listeners are aware that these blocks contain multiple speakers. This realization
may partly counteract the negative effect of the much lafgenantspace
differences between speakers of different genders compared to speakers of the
same gender.

On the other hand, although there were relatively smaller differences
between the formargpaces of different speakers of the same gender, listeners
may not have realized that the blocks involved multiple speakers; or, even if they
did, they may have missed exactly when speaker changes were occurring. As a
result, the samgender mixeespeaker blocks manifested a trend toward slightly
lower performane than the differergender mixedsoice blocks. This is true
despite the fact that formaspace differences between voices are smaller in
samegender cases. Finally, although the fenfalmale mixeevoice blocks
objectively consisted of vowels from twbfferent voices, reaction times did not
differ significantly from those of singleoice blocks, suggesting that listeners
may not have realized that the blocks contained more than one speaker. This
highlights the fact the detection of speaker changesnisingerfect, non

deterministic process.
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Although the trends in the pattern of results are generally consistent with
contextual tuning theory, many effects tested in Magnuson & Nusbaum (2007) are
generally weak or nesignificant and thus do not offer sty support for
contextual tuning. However, some aspects of the experimental design may have
contributed to the limited size of the effects. First of all, the target vowels used
(/ i Gu & /) may not be very confusable with each other in mixeide conditions.
These four vowels were identified correctly in 97% of cases in data presented by
Peterson & Barney (1952) and in 98% of cases in Hillenbrand et al. (1995).
Furthermore, the vowels wdtfi are most spectrally similar &/ and / icd may be
distinguishable on the basis of durational differences or because of vowel inherent
spectral change when produced by natural vqiddenbrand et al. 1995; Nearey
& Assmann, 1986)Perhaps as a result of this hit rates hovered around 93% in a
listening conditions. This leaves very little room to model variation in
performance as a result of different voice pairs. Furthermore, because natural
voices were used, it is difficuldt to know
listeners were usingtdetect speaker changes, or under what conditions they were

likely to detect speaker changes.

3.1.2 Rationale for current experiment

The experiment to be described below adopts the same basic design used
in Experiment 1 of Magnuson & Nusbaum (2007)hmsome modifications which
may enhance and clarify the effects reported for that experiment. A series of

synthetic voices was created which differed in their forrspaices and/or their
source characteristics, and the four vowedsAa 6 |/ we r zd feryeach he s i

voice. As opposed to the vowels used in Magnuson & Nusbaum (2007), these
vowels are generally more difficult to identify: in data presented by Peterson &
Barney (1952) they were identified correctly in 93% of cases, while they were
identified correctly in 93.7% of cases in Hillenbrand et al. (1995). This was
expected to result in lower performance overall. Synthetic voices were used in
order to control for random variation in the production of vowels and to eliminate

idiosyncratic differencesni source characteristics between voices. Furthermore,
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each block contained a higher number of total vowel tokens (30) and target tokens
(12), in order to allow for more variation in hit rates.

Differences in source characteristics between voices in ek bieere
expressly intended to facilitate the detection of speaker changes in a block,
thereby potentially mitigating the decrease in hit rates associated with-mixed
voice listening conditions by strongly encouraging the detection of speaker
changes when éhvoices had different sources. The forrrspedce differences
between speakers were intended to result in decreased performance (i.e., the
mixed-voice effect) when listeners were unlikely to detect speaker changes in a
block (e.g., in the absence of soutifferences between voices). If a version of
contextual tuning theory adequately describes the process of normalization, three

general results are expected:

A) The decrease in identification rates associated with forspate differences
in mixedvoice conditions will be mitigated in situations in which the
detection of speaker changes is facilitated.

B) In situations where speaker changes are not detected, performance should
improve in blocks where voices have similar formspdéices. When listeners
are likely to detect speaker changes (e.g. in blocks with heterogeneous
sources), their ability to refine their speakiependent formargpace
estimate may be limited. This may result in a lack of improvement throughout
a block or in lower performance awad.

C) Although average reaction times may-\vay negatively with hit rates for
blocks, blocks in which speaker changes are likely to be detected may exhibit
an increase in average reaction times without a concomitant decreases in hit

rates.

3.2 Methodology
3.2.1 Participants
Participants were 71 native speakers of Canadian English, drawn from the

linguistics participant pool at the University of Alberta. Participants received
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partial course credit for taking part in the experiment. Participanis rmadomly
assigned to a target vowel group and each participant only monitored for a single
vowel. There were 18 participants in each of the target vowel groups, except for

the /ae / group which had only 17 participants.

3.2.2 Stimuli

The vowels used ithe experiment wereg@ A& 6 /, where one of the four
acted as the target and the others acted as distractors. A series of 6 synthetic
voices were created which differed in terms of their vowels spaces and/or fO and
source characteristics. Formamacedifferences were manipulated by using three
formant frequency (FF) scaling levels: a baseline level with FFs appropriate for an
adult male, a second level with a 10% increase to all FF$ f10) and a third
level with a 20% increase to all FFs (FF10)relative to baseline. The baseline
FF values used are presentediable 31, and these were based on production
values collected from nativepeakers of Edmonton English. Baseline F4 values
were set at 3500 for all vowels with subsequent FFs set to HD%fieater than
the previous FF. Formants above F3 were scaled by the same factor as F1 to F3

for the other conditions.

Baseline FF Values (in Hz)
Vowel & A a 6
F1 717 665 483 651
F2 1497 1283 1093 1055
F3 2319 2318 2272 2323

Table 3.1.Formant frequencies for the vowels of the baseline voice.

The two voice source levels consisted of an fO of 120 Hz with modal
source characteristics and an fO of 240 Hz with breathy source characteristics. The
breathy source characteristics were sitadaby setting the source bandwidth to
75 Hz and using 10 dB of negative spectral tilt at 300{Katt & Klatt, 1990)

Since f0 level and source characteristics were payfeorrelated, the different fO
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and source levels will simply be referred to as voice source characteristics. All
vowels had steadgtate formants, were 200 ms in duration and were synthesised

at a sampling rate of 22050 Hz.

3.2.3 Procedure

The generadesign of the task is an extension of experiments outlined in
Nusbaum & Morin (1992) and Magnuson & Nusbaum (2007). Listeners were
asked to perform a speeded monitoring task where they had to respond only when
they heard a specific target vowel and ignaifl distractor vowels. Each listener
monitored for a single target vowel so that the designation of a vowel as either
target or distractor is listenspecific. All listeners were told which vowel they
would be targeting and which vowels would serveisgattors.

Listeners were presented with all combinations of voice pairs, presented in
blocks. There were 21 unique voice pair combinations and listeners heard each
combination twice resulting in 42 blocks per participant. Listeners were told that
any gven block might contain vowels from a single voice or from more than one
voice. Thirty vowels were presented within each block, consisting of 6 targets and
9 distractors from each voice (3 instances of eachtaxget vowel). Vowels were
randomized withira block subject to the constraint that no two targets appear in a
row. The onset of each vowel within a block occurred one second after the onset
of the previous vowel, meaning that each block of vowels was roughly 30 seconds
in duration. When a block wasompleted, there was a sélhed pause, which
ended when the participant pressed a button. Reaction times (measured from
stimulus onset) and accuracy for responses to targets (hits) and distractors (false
alarms) were recorded within a block. The hierédr a block was calculated by
dividing the number of correct identification of targets by the total number of
targets in the block. False alarm rates were calculated by dividing the number of
responses to netarget distractor vowels by the total numbar nontarget
distractors in the block. The experiment was carried out using DMDX (Forster &
Forster 2003), and responses were collected using a USB gamepad.

Although the relatively large source differences between voices were
intended to strongly suggdet® listeners that there were multiple voices in a block,
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while conducting the experiment it was realized that it would be beneficial to ask
participants how many voices they thought they heard in a given round. The last
14 participants performed an adaiital task where at the end of each block they
were asked to report whether they thought the block contained one or more than
one voice and whether they were confident or uncertain of the number of voices
in the block. Participants were told that they vebbe asked to perform this task

at the end of each block prior to the beginning of the experiment. The results from
this secondary task strongly met expectations regarding the expected relationship
between source differences between voices and the dateftspeaker changes.

The results of this secondary task, in addition to a summary of tests of
heterogeneity of results between participants who completed the secondary task

and those who did not, are presented in AppeRdix

3.3 Results

Since the task was designed to be difficult, participants were screened to
ensure that they were completing the task to a mininsaitisfactory level. This
was done by removing any participant who had more false alarms than correct
identifications of targts. This resulted in the removal of six of 71 participants, 5
from the /A target group, and one from thed/ / t ar.cAk furthegr oup
discussion will be based on the results of the remaining 65 participants.

Each participant heard a total of 1,268wels across all 42 blocks for a
total of 81,900 trials across all participants. Since the software used only
registered one response per stimulus, very fast responses were ambiguous. For
example, in some cases responses were registered only 10 msmattieissonset,
making it more likely that it was a very late response to the previous stimulus than
a very fast response to the current one. As a result of this, when a reaction time
under 200 ms (the duration of the vowel stimuli) was registered, bogtitmaus
that was responded to and the stimulus that immediately preceded it were
discarded. Participants responded in less than 200 ms in 533 cases, resulting in

1,065 discarded responses (1.3% of total responses) and 80,835 useable trials. An
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average ofL6.4 responses were lost from each participant (SD = 14.2) with the
most lost from any participant being 64 trials, 5% of total trials for that participant.
The predictions made by the contextual tuning hypothesis (outlined at the
end of SectiorB.1.2 relate directly to the formatspace and source differences
between voices in a block. To test these predictions more directly, all blocks
were classified into one of six voimir types based on the acoustic differences
between the voices in the bloeke.,formantspace differences of 0%, 10% or 20%
between voices, and either homogeneous or heterogeneous voice sources for each
formantspace differenceHit rates, false alarm rates and average reaction times
(for correct identifications) were calculdtéor each block, independently for each
listener. The average of each of these values was then found for eaclpaibice
type for each participant, resulting in 18 measurements per listener: an average hit
rate, an average false alarm rate, and an aveeagéion time for each of the six
voice-pair types. Unless otherwise specified, the remaining discussion will
involve average performance, withparticipant, between voigeair types. Each
of the predictions to be tested will be dealt with in turn in filowing three
subsections3.3.1through3.3.3.

3.3.1 Vowel Identification Performance

A series of repeatemheasures analyses of variance was conducted on hit
rates, false alarm rates and average reaction times for the two factors used to
differentiate voicepair types: formanspace difference between voices (0%, 10%,
20%) and voice source homogeneity. The average withiticipant hit rate,
averaged across all voigair types, was 76% (sd = 15%) with a minimum of 34%
and a maximum of 95% acrossarpcipants. The distribution of hit rates,
organized by voicgair type, is presented in Figurel3The main effects for
voice source homogeneity [F(1,64) = 4.74, p = 0.0331], and forspate
difference [F(2,128) = 70.83, p < 0.0001] were both sigaific as was the
interaction of the two [F(2,128) = 31.83, p < 0.0001].

The nature of the interaction effect was explored by simple -eféats
analysis of hirates. When voices in a block had homogenous source

characteristics, there was a very strorffgaffor formantspace differences in hit
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rates [F(2,128) = 87.22 p < 0.0001]. As seen in Figure 3.1, the interaction pattern
suggests that formaspace differences between voices appear to affecates

less for heterogeneos®urce blocks. Despite ithreduction, the simple main
effect of formantspace differences for heterogeneous source blocks is still
significant [F(2,128) = 10.59, p < 0.0001].

Figure 3.1. Average within
participant hit rate, presented b
voicepair type. Blocks  with
homogeneous source characterist
are indicate by a solidine, blocks
with heterogeneous source
characteristics are indicated by tr
broken line. Error bars indicate
standarderrors for each mean.
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Consider now the simple main effects of sotmeéerogeneity within
levels of formantspace difference. Voice source heterogeneity between voices in
a block is associated with a 3.2% decrease in hit rates for tHer@®antspace
difference [t(64) = 3.33, p = 0.0014], however, when the forrapates of voices
differ by 10%, source differences between voices have no significant effect on hit
rates [t(64) = 0.54, p = 0.56]. When the formap#ace of voices differ by 20, hit
rates are 8.3% higher in cases where source characteristics are heterogeneous
[t(64) = 5.9, p < 0.0001]. Note that in this case, the effects of source heterogeneity
are in the opposite direction from those in the 0% forrspate case, resulting in
the crossing lines in Figurel3.

Turning now to false alarms, the average wiparticipant rate was 8.2%

(sd = 7.3%) with a minimum of 0.1% and a maximum of 27.3% across
participants. A significant main effect for both voice source [F(1,64) = 16.85, p
0.0001] and formarspace differences was found [F(2,128) = 5.76, p = 0.004].
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Unlike the analysis of hit rates, however, the interaction between the two did not
reach significance [F(2,128) = 1.94, p = 0.1473]. On average, source differences
between vaies in a block resulted in 1.6% more false alarms [t(64) = 4.1, p =
0.0001]. Formanspace differences of 10% did not significantly increase the
number of false alarms relative to blocks in which voices had the same foermant
space [t(64) = 1.1, p = 0.26]uh when formantspaces differed by 20% false
alarms increased by 1.2% [t(64) = 3.14, p = 0.0025].

A pattern similar to the falsalarms results was found for reaction times.
There was a significant main effect for voice source homogeneity [F(1,64) =
75.43, p < 0.0001] and formaspace differenc@~(2,128) = 10.59, p < 0.0001],
but there was not even a hint of a significant interaction between tHé (@®28)
= 1.4, p = 0.2496]. The average, witlparticipant reaction time for the voigair
type in which voices had the same formapiace and source characteristics was
516 ms (sd = 62 ms), with voice source heterogeneity resulting in an average
delay of 27 ms [t(64) = 8.7, p < 0.0001]. Compared against the control 0%
formant difference case, formaspace differences of 10% resulted in an added
delay of 10.9 ms [t(64) = 4.1, p = 0.0001] relative to blocks with no forsexte
differences, while formardpace differences of 20% resulted in an added delay of
12.4 ms [t(64) = 4.3, p < 0.0001] relatite blocks with no formarspace
differences. There was no significant difference in response times between blocks
with 10% and blocks with 20% formaspace differences [t(64) = 0.46, p = 0.64].

3.3.2 Improvement within a block

According to contextualuhing (at least as elaboratedSection3.1.J), in
blocks where listeners do not detect speaker changes, they are expected to refine
their estimate of the speakdependent formardgpace throughout the block.
When voices in a block share a formaptacethis should lead to an improvement
in performance from the beginning to the end of the block, as every consecutive
token provides the listener with information which may be used to accurately
refine their estimate. On the other hand, in cases where theelisis likely to
detect speaker changes, they are expected -toitidize the normalization

process and avoid the use of inappropriate extrinsic information in normalization.
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This is expected to mitigate some of the mix@ite effect, by minimizing t
inappropriate use of extrinsic information. However, it may also mean that
listeners are not able to refine their estimate of the spelgandent formant

space as the block progresses to the extent that they would in the absence of
detected speaker anges.

An analysis was devised to summarize the nature of change of
identification accuracy during the course of a block and to relate patterns of such
change to voicgair type. Each block contained a total of 30 vowels, 12 of which
were targets. Althagh the targets within a block were presented in a random
order (with the constraint that no two targets appear in succession), targets can be
considered in terms of the order in which they appeared in a block. On average, in
cases where the performancdistieners improves in a block, hit rates for target n
is expected to be lower than performance for target tn cases where
performance decreases throughout a block, performance for targetxpected
to be higher than performance for target. iWhen the performance of a listener is
stable within a block, there should be no relationship between target position
within a block and expected performance for that tafgeta result, the slope
coefficient relating hit rates to withiblock target numbershould give an
indication of how performance varies within a block, with a positive coefficient
indicating improvement, a negative coefficient indicating worsening performance
and a coefficient of zero indicating stability.

To investigate how performaa within a block varies by voiegaair type,
all blocks were sorted by voiqmir type, according the acoustic differences
between the voices in the block. Targets were assigned a number from 0 to 11,
based on the relative position in which they appeaigdmthe block. This target
number was then divided by eleven so that target numbers corresponded to equal
fractional increments from 0 to 1. In this way, estimated coefficients have a
straightforward interpretation as the expected increase in hit ratss(red in
percentage points) from the first target in the block to the last target in the block.
Within-participant hit rates were calculdidor each target position within each

voice-pair type. A regression was then carried out independently forveac
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pair type and individually for each participant, predicting hit rates by relative
target position. This resulted in six estimated coefficients for each participant (one
for each voicepair type). The distribution of these coefficients, organized by
voice-pair type, is presented in Figure3

A repeatedmeasures analysis of variance was carried out on these
estimated coefficients, with voice source homogeneity and forspate
differences (0%, 10%, 20%) between voices in a block acting as sithiects
factors. A significant main effect was found for formaptce differences
between voices [F(2,128) = 6.67, p = 0.0017]. The main effect for voice source
[F(1,64) = 0.81, p = 0.3718] was not significant. Although the interaction between
formantspacedifferences and voice source [F(2,128) = 2.93, p = 0.0573] fell just
short of the conventional .05 significance level, it seemed reasonable to

investigate it further. Accordingly, simple main effects tests were performed.
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Consider the simple main effect of formant space within source condition.
When source characteristics in a block were homogenous, there was a strong
effect for formantspace differences on improvement in a block [F(2,128) = 8.41,
p = 0.0004]. However, whewoices in a block had heterogeneous source
characteristics, there was no significant effect for forrsgaice differences on
improvement [F(2,128) = 0.49 p = 0.6148]. In these cases, coefficients did not
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differ significantly from zero in any case, reg&sh of formanspace differences
between voices, although in all three cases they were slightly positive.

Consider now the case of homogeneous source characteristics. In cases
where voices had the same source characteristics and fespands, listeners
showed a significant improvement as blocks progressed [m = 5.7, t(64) = 2.96, p
= 0.0043], while in cases where voices in a block had the same source but
formantspaces differed by 20%, listeners performed significantly worse as blocks
progressed [m =6.3, t(64) =-2.16, p = 0.0345]. When voices had homogenous
source characteristics and a 10% forspdace difference, there was no
significant change in hit rates as the block progressed [m = 2.4, t(64) = 1.23, p =
0.22].

3.3.3 The relationship between raction times, hit rates and the detection of
speaker changes

As mentioned in the introduction, phoneticadignbiguous stimuli may
take longer to identify in general than less ambiguous stimuli. Since ambiguous
vowels should be less accurately perceivéils should by itself result in a
negative relationship between the average reaction times in a block and the hit
rate for that block. There is in fact a negative relationship between the hit rates
and average reaction time in a block. Correlation coeffisibetween these two
measures were calculated for each participant. A betyaditipants test
conducted on these correlation coefficients reveals a highly significant negative
correlation, averagingd.18 [t(64) =8.5, p < 0.0001].

However, contetual tuning posits that when a speaker change is detected,
processes related to the more accurate identification of vowels (e.g.,-the re
initiation of normalization) are also expected to result in an increase in reaction
times. As a result, in situationshere listeners are likely to detect speaker changes
in a block, reactions times should be higher overall without necessarily being
associated with a decrease in hit rates.

To explore how the relationship between acoustic differences and reaction
times maybe mediated by the detection of speaker changes, the following

procedure was carried out individually for each participant. The average reaction
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time for each block was regressed on the hit rate for that block, resulting in a
reactiontime residual for ezh block. This residual represents variation in average
reaction times that cannot be accounted for by the hit rate for that block. A
positive residual indicates that a listener responded slower than expected given
their average accuracy, while a negatesidual indicates that listeners tended to
respond faster than expected given their average accuracy. The mean reaction
time residual for each voigaair type was found, resulting in six measurements
for each of the 65 participants. The distribution otrage withirparticipant
residuals, grouped by voigeir type, are presented in Figur8.3

Since heterogeneous source characteristics between voices in a block are
strongly associated with the detection of speaker changes, it is expected that
average raction times for blocks in which voices have heterogeneous source
characteristics should be longer than expected given the hit rate for the block.
This suggests that if contextual tuning is correct, the average residual resulting
from the analysis presemteabove should be positive when there are source
differences in a block, indicating delays not explicable by ambiguity as indexed

by decreased hit rates. The results presented in FighiooBfirm this expectation.

[en]
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To test for the significance of this effect, a tway, repeated measures

analysis of variance was carried out on the average redutienresidual, with
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voice source homogeneity é@rformantspace difference between voices (0%,
10%, 20%) acting as withiparticipant factors. A significant main effect was
found for voice source [F(1,64) = 88.02, p < 0.0001], with the average absolute
difference in residuals resulting from voice soune¢erogeneity being 28 ms. The
main effect for formanspace differences [F(2,128) = 3.5 p = 0.0331] was also
significant, however, the interaction between voice source and fospané
difference was not significant [F(2,128) = 0.15 p = 0.8588]. Altlofaymant

space differences affect the reaction time residuals (likely reflecting the fact that
these alone were sometimes sufficient to trigger the detection of speaker changes),
on average, listeners respond faster than expected given their hit ratetheree

is voice source homogeneity in a block.

3.4 Discussion

In the introduction, contextual tuning theory was outlined and contrasted
with two alternate views of normalization. Rather than focus on the specific
processes involved in normalizationgsie theories were framed in terms of how
normalization is controlled, and specifically, how extrinsic information is used in
normalization. The two types of theories considered in alternative to contextual
tuning theory were purmtrinsic theories, in with extrinsic information plays no
important role in normalization, and passesdrinsic theories, in which extrinsic
information is used by the normalization process in a rigid way. Although they
differ in terms of the role played by extrinsic informatioboth of these
alternatives are cognitively passive, in that they do not necessarily require active
cognitive control to be carried out (Magnuson & Nusbaum 2007). Furthermore,
neither of these alternatives involves the detection of speaker changesnayany
Thus, they cannot predict any relationship between hit rates, reaction times and
the detection of speaker changes.

In contrast, contextual tuning theory posits that the detection of speaker
changes plays a c¢riti cakxtrimsiocInfermationingui di ng |
normalization. In a sense, contextual tuning might be thought of as consisting of
t wo Omodesd, one b eéntrinsig nom@lizaionandnhe étter t o pur

being more similar to passiextrinsic normalization. In the absenof a detected
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speaker change, the listener is in a passiansic normalization mode and
extrinsic information from previous tokens is accumulated and used to identify
subsequent vowel tokens. If the formapaces of the voices in the block are the
same or similar, this refinement will facilitate identification. If the voices in a
block have substantially different formaspaces, the joint consideration of
information from different voices may negatively affect hit rates. On the other
hand, when apeaker change is detected, the listener shifts to a strategy similar to
pureintrinsic normalization. Previous extrinsic evidence may be discarded as
inappropriate and the hit rates associated with a particular vowel token may be
closer to those that woulde predicted based on the intrinsic properties of the
vowel sound.

The experiment described above relied on source differences between
voices in a block to give listeners the impression that a block contained multiple
voices. The results presented ipp®ndix2 confirm this expectation; when voices
in a block had homogenous source characteristics listeners were very likely to
hear a single voice in a block. As a result, when voices in a block had
homogenous source characteristics, listeners may have beenssiaepatrinsic
normalization mode. This resulted in good performance when voices in a block
had the same formaspace, and poor performance when voices in a block had
very different formanspaces (these two situations are presented in the extreme
points on the solid line in Figure B).

In addition, when voices in a block had homogenous source characteristics
and the same formaspace, hit rates improves significantly within a block. This
suggests that listeners were, in fact, refining their forrspate estimates on the
basis of additional extrinsic information in order to arrive at more accurate
estimates. On the other hand, when the formant spaces of voices differed by 20%,
hit rates declined significantly within blocks, suggesting that identifinati
accuracy suffered from the incorrect combination of extrinsic information from
multiple voices.

The variation in hit rates within a block may be explained by the amount

of extrinsic information available to a listener for each consecutive vowel target in
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a block. For example, the average ordinal position of the first target in a block was
1.6 (out of30), while the average ordinal position of the final target in a block
was 29.1. Clearly, in blocks where voices have different forrspates, the
chances that a target has been preceded by inappropriate extrinsic information is
fairly low for the firsttarget in a block, while it is a certainty for the final target in
the block. As a result, in situations in which listeners were unlikely to detect
speaker changes, the incorrect use of extrinsic information may increase or
become more likely as a blockggresses, and identification accuracy may suffer.
Conversely, in situations in which voices had the same forspates, listeners
would have been provided with increasing amounts of appropriate extrinsic
information as a block progressed and the lack etectedspeaker changes
worked in their favor.

In blocks in which voices had heterogeneous source characteristics,
listeners overwhelmingly reported hearing multiple voices in a block. This greatly
diminished the negative effect of formant space diffees between voices in a
block, as demonstrated by the relative lack of change in hit rates when voices in a
block had heterogeneous source characteristics (repressntied broken line in
Figure 31). As opposed to blocks where voices had homogenouscesou
characteristics, hit rates where relatively stable, with no significant increase or
decrease in hit rates within a block regardless of the forsmate differences
between voices. These results support the notion that, in the presence of detected
spe&er changes, listeners were likely to be operating in something more similar
to a pureintrinsic normalization mode in which extrinsic information plays a
diminished role.

Contextual tuning also suggests a complicated relationship between
reaction times,hit rates and the detection of speaker changes. The results
presented in SectioB.3.3 indicate that although reaction times are negatively
correlated with hit rates, blocks in which voices had heterogeneous source
characteristics tended to feature sloweaction times without being associated
with decreased hit rates. When considered together with the fact that source

heterogeneity resulted in the detection of multiple speakers, a decreased negative
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effect of formantspace differences between voices, atability in identification
rates within blocks, this is considered to be strong support of the claim that the
detection of speaker changes results in additional processing associated with the
more accurate perception of speech, and the avoidance afciwect use of
previously heard extrinsic information.

Magnuson & Nusbaum (2007) report an increase in reaction times of 29
ms in mixedvoice blocks relative to singheoice blocks for a task very similar to
the one reported here (Experiment 1). Thivesy close to the 27 ms average
increase in reaction times resulting from source differences between voices in a
block, presented in Sectidh3.1 This suggests that source differences between
synthetic voices used here resulted in remarkably similaepsing costs to those
incurred when listeners are presented with mixeide lists consisting of vowels
produced by different human speakers in a similar task. Furthermore, this increase
in average response times is very close in magnitude to the 2&fersrdie in
average residuals after controlling for -tate resulting from voice source
heterogeneity between voices in a block, reported in Se8t®@ Since these
residuals represent variation in reaction times that cannot be accounted for by the
phanetic ambiguity of tokens in a block, this suggests that increases in reaction
times resulting from source differences between voices in a block may primarily

result from additional processing associated with the detection of speaker changes.

3.5 Concludon

Taken together, the results outlined in the previous section offer strong
evidence for a version of contextual tuning theory as the mechanism that controls
the normalization process. Source differences between voices in a block resulted
in the impres®n that there were multiple voices in a block. These differences
also resulted in increased reaction times that cannot be fully explained by
increased phonetic ambiguity (as indexed by lower hit rates). This is consistent
with the hypothesis that the atidnal processing in blocks with heterogeneous
voice sources is actually related to the more accurate perception of many of the
vowels. For homogeneous source blocks, the absence of the additional processing

associated with a detected speaker change edsuit good accuracy (with
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improvement within a block) when voices had similar forrrepdces, and poor
accuracy (with decline within a block) when voices had dissimilar vowel spaces.
In heterogeneous source blocks, when the listener was more likely woabe @t
speaker changes in a block, performance was relatively stable within a block and
the negative effect of formaspace incongruences between voices was greatly
reduced.

To sum up, the complex pattern of results forraies and reaction
time differences outlined above cannot be explained either: a) by anfnmsic
normalization process where extrinsic information plays no role whatsoever or b)
by an extrinsic normalization in which information is used in a rigid, automatic,
fully stimulus-driven manner. By contrast, all the results are reasonably explained
by the contextual tung hypothesis as elaborated iacBon 3.1.1.1and in the
discussion. This is a version of contextual tuning that includes a switch between
two processing modes guided the presence or absence of the detection of a
change in speaker. The first mode is operative when a new trial is detected as
originating from a speaker that is different from that of an immediately preceding
trial. It is viewed here as a form intrinsiconmalization, where the current
s peaker O6-spacd is restimatett only from information in the current
utterance and where that fresh estimate is used the identification process. The
second mode applies when a new trial is perceived as having beexgudnu
the same speaker as an immediately preceding trial. It is viewed as a form of
extrinsic normalizati on, I n whpacels a | i ste
refined from the estimate used in the previous trial and applied to the
identification of he current stimulus. Although a full account of the details of this
process will require substantial additional research, the broad outlines seem rather

clear.

76



Works Cited

Ainsworth, W. (1975). Intrinsic and extrinsic factors in vowel judgments..In G
Fant & M. Tatham (Eds.)Auditory analysis and perception of speech
London: Academic Press. 1433.

Assmann, P. F., Nearey, T. M., & Hogan, J. T. (1982). Vowel identification:
Orthographic, perceptualand acoustic aspectsThe Journal of the
Acoustical Society of Americédl(4), 975 989. doi:10.1121/1.387579

Creelman, C. D. (1957). Case of the unknown talBeurnal of the Acoustical
Society of Amerig&9, 655. doi:10.1121/1.1909003

Forster, K. I. &J. C. Forster. DMDX: A Windows Display Program with
Millisecond AccuracyBehavior Research Methods Instruments and
Computers, Vol. 35, No. 1. (2003), pp. 11#4.

Gerstman, Louis. 196&Ilassification of selhormalized voweldEEE
Transactions of Audio EkttroacousticAU-16:7880.

Hillenbrand, J., Getty, L. A., Clark, M. J., & Wheeler, K. (1995). Acoustic
characteristics of American English vowelfie Journal of the Acoustical
Society of Amerigé7(5), 3099 3111. doi:10.1121/1.411872

Joos, M. (1948). Aaustic phoneticd.anguage24(2), 5 136.

Klatt, D. H., & Klatt, L. C. (1990). Analysis, synthesis, and perception of voice
quality variations among female and male talkdrise Journal of the
Acoustical Society of Americ@7(2), 820 857. doi:10.1121/1.3894

Ladefoged, P., & Broadbent, D. E. (1957). Information Conveyed by VolMets.
Journal of the Acoustical Society of Americ291), 98 104.
doi:10.1121/1.1908694

Macchi, M. J. (1980). Identification of vowels spoken in isolation versus vowels
spoken in consonantal conteXthe Journal of the Acoustical Society of
Americg 68(6), 1636 1642. doi:10.1121/1.385219

Martin, C. S., Mullennix, J. W., Pisoni, D. B., & SummegW. V. (1989). Effects

of talker variability on recall of spoken word listslournal of

77



Experimental Psychology: Learning, Memory, and Cognition, GIFy
684.

Magnuson, J. S., & Nusbaum, H. C. (2007). Acoustic differences, listener
expectations, and ¢h perceptual accommodation of talker variability.
Journal of Experimental Psychology: Human Perception and
Performance33(2), 391 409. doi:10.1037/0096523.33.2.391

Mullennix, J. W., Pisoni, D. B., & Martin, C. S. (1989). Some effects of talker
variability on spoken word recognitioithe Journal of the Acoustical
Society of Ameriga85(1), 365 378. doi:10.1121/1.397688

Nearey, T. M. (1989). Static, dynamic, and relational properties in vowel
perceptionThe Journal of the Acoustical Society of Amerg&®5), 2088
2113. doi:10.1121/1.397861

Nearey, T. M., & Assmann, P. F. (1986). Modeling the role of inherent spectral
change in vowel identificatioriThe Journal of the Acoustical Society of
Americg 80(5), 1297 1308. doi:10.1121/1.394433

Nearey T.M.,and A s mann P. F. (2007) . Probabilisti
for indirect vowel normalization. InExperimental Approaches to
Phonology edited by M. J. Sole”, P. S. Beddor, and M. Ohala (Oxford
University Press, Oxford), pp. 24569.

Nusbaum, H. C., &Magnuson, J. S. (1997). Talker normalization: Phonetic
constancy as a cognitive process. In K. Johnson & J. W. Mullennix (Eds.),
Talker variability in speech processir(gp. 109 132). San Diego, CA:
Academic Press.

Nusbaum, H. C., & Morin, T. M. (1992Raying attention to differences among
talkers. In Y. Tohkura, Y. Sagisaka, & E. VatikieBateson (Eds.),
Speech perception, speech production, and linguistic stru¢prel13
134). Tokyo: OHM.

Peterson, G. E., & Barney, H. L. (1952). Control MethodsedJs a Study of the
Vowels. The Journal of the Acoustical Society of Ameri242), 175
184. doi:10.1121/1.1906875

78



Rakerd, B., Verbrugge, R. R., & Shankweiler, D. P. (1984). Monitoring for
vowels in isolation and in a consonantal contéXte Journal ofthe
Acoustical Society of America6(1), 274 31. doi:10.1121/1.391114

Smith, D. R. R., Patterson, R. D., Turner, R., Kawahara, H., & Irino, T. (2005).
The processing and perception of size information in speech solimals.
Journal of the Acoustical Societyof America 1171), 305.
doi:10.1121/1.1828637

Syrdal, A. K., & Gopal, H. S. (1986). A perceptual model of vowel recognition
based on the auditory representation of American English vowhts.
Journal of the Acoustical Society of Americd%(4), 1086 1100.
doi:10.1121/1.393381

Verbrugge, R., Strange, W., & Shankweiler, D. (1974). What information enables
a | i stener to map The Journal & the Aceustivab we | spa
Society of Amerigb5(S1), S583S54. doi:10.1121/1.1919793

Watkins, A.J., & Makin S. J. (1996). Effects of spectral contrast on perceptual
compensation for spectrahvelope distortion.The Journal of the
Acoustical Society of Americ@9, 3749.

Watkins, Anthony J., & Makin, S. J. (1994). Perceptual compensation for speaker
differences and for spectranvelope distortion.The Journal of the
Acoustical Society of Americ@6(3), 1263 1282. doi:10.1121/1.410275

Whalen, D. H., Abramson, A. S., Lisker, L., & Mody, M. (1993). FO gives
voicing information even with unambiguous voice onsetes. The
Journal of the Acoustical Society of Americ@3(4), 2152 2159.
doi:10.1121/1.406678

Wong, P. C. M., Nusbaum, H. C., & Small, S. L. (2004). Neural Bases of Talker
Normalization. Journal of Cognitive Neurosciencd§(7), 1173 1184.
doi:10.1162/088929041920522

79



Chapter 4

Training listenersto report the acoustic correlate of

formant-frequency scaling using synthetic voices

4.1 Introduction

Since the first acoustic studies in the 1950's, variation in the acoustic
properties of vowels of different speakers has typically been discussed in terms of
their fundamental frequency (f0) and formant frequencies (FFs). The scaling of fO
and FF ranges Baalso figured prominently in parametric synthesis of voices
simulating speakers of different sizes, genders and age groups (Klatt and Klatt
1990). Although the perception of fO has been extensively studied, the perception
of the acoustic characteristicsasiated with the range of formant frequencies
produced by different speakers is not as well understivodhe sections that
follow, a case will be made for the importance of this acoustic characteristic, that
we will call formantfrequency scalingor FFscaling) in the listener's assessment
of apparent speaker characteristics (i.e., the indexical characteristics of the
speaker inferred by the listener), and the perception of vowel quality. Furthermore,
we suggest that the importance of-$¢aling in badt vowel perception and the
determination of apparent speaker characteristics may explain the relationship
between these processes observed in several previous experiments.

In the discussion below, we will be adopting the uniform scaling
hypothesis as a avking assumption. Uniform scaling proposes that a set of
phonetically equivalent vowels produced by two speakers of the same dialect are
(on average) relatable to each other by a single multiplicative parameter.
Although there is some controversy abous tih the literature (see Appendsy,
in practice it leads to reasonably good approximations of systematic speaker

variability (Nearey 1978, Nearey and Assmann 2007, Turner et al. 2009). The
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scaling parameter (i.e., F¥€aling) is related to speaker vot@ct length and
determines the relative scaling applied to the forrpatitern of a given vowel by

the vocal tract of the speaker.

4.1.1 FF-scaling and apparent speaker characteristics

Because of their dependence on the anatomy of the speakeretageafd
and FFs produced by a speaker-vaoy with some prominent speaker
characteristics. Men tend to have lower fOs than women, and children tend to have
higher fOs than adults of the same gender so that fO correlates straitigly
speaker height acroal speakers (Hollien et al. 1994). The average FFs produced
by a speaker will be most strongly determined by that speaker's vocal tract length,
with longer vocal tracts producing lower FFs overall, and shorter vocal tracts
producing higher FFs overall éRt 1960). There is a strong positive correlation
between speaker height and speaker vtvaat length (Fitch and Giedd 1999) so
that, in general, larger speakers have lowerséd&lings overall than smaller
speakergLee et al. 1999; Peterson and Barney 1982)nsequently, the fO and
FFs of a vowel represent two potentially different streams of information arising
from two acoustically distinct origins, each of which may be used by listeners to
estmate speaker characteristics, such as height or gender.

Speakers may be divided into four general speaker classes based on two
dichotomies: child vs. adult and male vs. female. If speakers are sorted to fit into
one of these categories, then the avef@gand FFscaling differences between
speaker classes can be quite large. For example, an automatic classifier can
predict the gender of an adult speaker with up to 98% accuracy using only
information regarding the F&caling and fO that characterize thabice
(Hillenbrand and Clark 2009However, the correlation between speaker height
and voice characteristics (F€aling and f0) within a single class dg.adult
males) is unreliable, particularly for adult speakers who have reached a stable
height. There is no significant correlation between adult speaker height and
average fO after controlling for gendgtollien et al. 1994, Guzalez 2004, Lass
and Brown 1978, Collins 2000, van Dommelen and Moxness 1989)as

similarly been reported that there is no significant correlation between adult
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speaker height and Fealing after controlling for gend€Collins 2000, van
Dommelen and Moxness 199%) that the correlation is wegKGonzalez 2004)

Given that the relationship between the acoustic properties of the vowels
produced by a speaker and that speaker's heiglgak within a speaker class, it
is not surprising that listeners are not able to accurately estimate speaker height
based on a speaker's fO andde@ling, when speaker class is controlled for, for
example, by presenting listeners with speech from addalsers only (van
Dommelen and Moxness 1995, Collins 2000, Rendell et al. 2007). Despite the
inability of listeners to arrive averidical estimates of speaker size based on
speech samples, listeners typically arrivecansistentjudgments regarding a
spaker's size, both within and across listeners (von Dommelen and Moxness
1995, Collins 2000, Smith and Patterson 2005, Rendell et al. 2007).

The manner in which listeners estimate speaker height has been
investigated by presenting listeners with speeainds that vary in terms of fO
and FFscaling, but with a fixed phonetic content, and asking listeners to assess
the absolute or relative heights of speakers. This has been done using synthetic
vowels (Fitch, 1994) and modified natusgeech (lves et al.0R5, Smith and
Patterson 2005, Smith et al. 2005, Rendell et al. 2007). Results indicate that these
judgments are informed by jointly considering the-gelaling and fO of a voice
(Fitch 1994, van Dommelen and Moxness 1995, Smith and Patterson 2005),
where progressively lower FScalings and/or progressively lower fOs suggest a
progressively larger speaker.

Most listeners are familiar with the concept of pitch and it is known that

they can make overt judgments of pitch that relate to the relative fO dével

15 Lack of significance could be in part due to the reduced power of tests based on small
number of observations compared to the full gi@nThis is at least partly due to the
restricted ranges used when considering correlations between acoustic characteristics of
speech and the physical qualities of the speaker only for a restricted class of speakers. By
restricting the range of a predictwhen the error in the response variable remains
constant, the correlation between two variables will become weaker (Bland and Altman
2011, Sackett and Yang 2000.). In the most extreme example, the correlation between the
acoustic properties of voices dathe heights of men who are all the same height will
necessarily be zero.
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different voices (Honorof and Whalen, 2005). It is not clear, however, whether
there exists any separable perceptual dimension that corresponds closely to FF
scaling that listeners might learn to report. Since this putative perceptual
dimensiori® has noname that we know of, we will refer to it tentatively as the
perceptual FFscale estimate, or pFécaling, to keep it distinct from the acoustic
FF-scaling used to create the stimuli used in the experiment to be outlined below.
To date, experiments inwohg listener responses to variations in the FF
scaling of voices have focused on the estimation of speaker characteristics (e.g.,
gender, body size), which are determined by jointly considering voice fO and FF
scaling. For example, a common methodologyc(F1994, Smith and Patterson
2005) involves creating a set of stimuli with fixed phonetic content, which span
an fO x FFscaling space (as in Figude?). Listeners are then presented with these
stimuli in a random order and, for each trial, are askezktionate some speaker
characteristic, for exampl e, the speaker 0!
rated heights of voices at different points within an fO bysE&ling space,
researchers may investigate the relative contribution of each cue to such
judgments via linear regression. Although this methodology can shed light on the
manner in which speaker characteristics are determined by jointly considering
voice fO and FFscaling, they cannot provide information about listeners' use of
any perceptual dinmsion or mechanism that specifically follows physical

variation in FFscaling as such.

16 As far as we have been able to determine, this perceptual property has no specific name
in either psychophysical or musical terminology, although it appears to bear some
relation to some subdivisions of the German Fach system of classification of operatic
voices. Such a perceptual property might correspond to the-dinsesion of what
Patterson and colleagues propose is a Mdile(] transform performed by the peripheral
auditay system that segregates information related to vivaat length from information
relation to vocatract configuration. In Section 4.1.2, we suggest thatgd&fing might

be a kind of derived perceptual property, which is determined when a list¢aigisbes

a speakedependent frame of reference. The location of that frame of reference is
indexed by a single scalar value, anal ogous to
template model, and the parameter a seen in Equation 1 presented ineT@n@009,

p. 2377) .
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For example, consider two voices with the same fO and source
characteristics, one of which has a lowerdegling than the other. If one listener
reports hearing a mafer the low FFscaling voice, and a female for the high- FF
scaling voice, it is reasonable to infer that they are responding to a change in
voice FFscaling. However, if a second listener reports that both voices appear to
represent male speakers, thiesloot entail that the listener fails to notice the
difference in FFscaling. Rather, the second listener may have a higher threshold
for a change in apparent speaker gender, or they may attribute the change in FF
scaling to a change in sizgthin-genderor any number of factors (including, for
some formant patterns at least, differences in vowel quality whether categorical or
graded). In short, the collection of judgments of apparent speaker characteristics
does not allow researchers to directly inveséghae perception of Fgcaling or
its putative perceptual counterpart pg¢aling. As discussed below, if listeners
are able to provide perceptual judgments that correlate well wigt&ling, such
judgments could be a valuable source of information hie évaluation of

perceptual theories related to vovmelrmalization.

4.1.2 FF-scaling, normalization and vowel perception

Several theories of human vowel perception involve the estimation of a
speakeidependent formargpace as a frame of referenceduse interpret the
vowels produced by a speakelo¢s 1948,Ladefoged and Broadbent 1957,
Ainsworth 1975, Nearey 1978, Nearey 1989, Nearey and Assmani. 20G¥
speakerdependent formargpace need only be detailed enough so that a listener
knows roughlywhat FFs to expect for a given vowel category when produced by
that speaker. The listener then identifies vowels by considering the FFs of a vowel
sound relative to expected FFs for each vowel category, rather than by
considering the FFs in an absolute man This general hypothesis is typically
referred to asspeaker normalizationTo the extent that variation in formant
spaces across speakers can be accounted for by a single parameter-(i.e., FF
scaling), the process of speaker normalization can be thaighs centering
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around the estimation of an appropriatedegling with which to identify vowels
produced by that speaker.

This insight underlies the legnean normalization method proposed in
Nearey (1978). It has been used routinely for decades ioptmnetic studies by
Labov and his colleagues, where it has been found to be effective for preserving
relatively subtle systematic differences between dialects and sociolects while
largely removing effects of vocal tract length (Labov, Ash, and Bobefif, 31
V). This method calculates the logean FF produced by a speaker across their
entire vowel system, a measure which should be strongly correlated with speaker
FF-scaling, and subtracts this value from theti@anpsformed formant frequencies
producedby a speaker. In effect, this method centers the vowel spaces of different
speakers along the primary axis of variation between speakers (i.e., In F1 =In F2,
see Appendixd) and, consequently, allows variation in FFs to be interpreted more
directly as ewlence of differences in vowel quality (as opposed to simply being a
result of differences in speaker votadct length).

Consider Figure 4, which presents the Peten & Barney (1952) vowel
data In this figure FFs have been normalized using thentegn method of
Nearey (1978). As seen in Figudel, this process greatly reduces the between
category overlap between vowel categories relative to the rawprésefited in
Figure A3.1 in Appendix 3. Furthermore, the major axes of the ellipses
representinghe different vowel categories are no longer primarily aligned with
the In F1 = In F2 axis as they are for unnormalized data (see Ap@ndtixfact,
whereas variation along this axis accounted for 80.6% of the variance in FFs in
the unnormalized FFs (atio of nearly 4/1), after normalization variation along
this axis accounts for only 52.9% of variation, on average indicating an essentially
equal distribution in variation along In F1 = In F2 and the orthogonal axis.

Although a speakedependent Fscaling estimate may play an important
role in vowel perception, the |istener doe
true FFscaling, and must estimate this value. Both Nearey and Assmann (2007)
and Turner et al. (2009) have emphasized that sinceutiii®rm scaling

hypothesis entails that productions between speakers of the same vowel differ by
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a single multiplicative parameter (i.e.,B€aling), identifying a vowel sound will

yield an estimate of the spealgrecific parameter (i.e., pFFscalingjnce

|l i steners may I n-kcaling givdnethe wipsensed dormard FF
frequencies. This is analogous to the manner in which identifying a visual object

of a known physical size yields an estimate of its distance from the observer. In
this view of vavel perception, the speakdependent Fscaling estimate, pFF

scaling, might be thought of as a derived perceptual property, which a listener
constructs in establishing a spealklependent formardpace with which to

interpret a speakero6s vowel s.
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Figure 4.1. In the left panel, ellipses enclosing two standard deviations of the Peterson
and Barney (1952) vowels are presented. Vowels have been normaiagdhe log
mean normalization method of Nearey (1978). F1 and F2 are presented as the ratio of
each formant frequency to the geometric mearFEF3 frequency produced by each
speaker across their whole vowel system. The line is a line parallel to In F1 = In F2. In
the right panel, all formant frequencies have beenttagsformed and centered withi
category so that vowaategory means are at the origin. All points have been rotated 45
degrees clockwise so that the In F1 = In F2 line is now parallel to #dves«<(Dimension

1), while Dimension 2 represents the orthogonal axis. The lines indicat@djor axes

of the vowekategory ellipses, which no longer vary primarily along the In F1 = In F2
axis (Dimension 1).

86



4.1.3 FF-scaling, vowel perception and apparent speaker characteristics

Because of the potential importance of-$&aling estimate in human
vowel normalization, the ability to collect them from listeners may help clarify
unresolved issues in the study of speech perception. For example, previous studies
have found that vowel quality shifts can be induced by manipulating vowel fO, or
the fO of a preceding carrier phrase (Miller 1953, Fujisaki and Kawashima 1968,
Slawson 1968, Nearey 1989, Johnson 1990). Similar effects have been observed
by pairing vowel sounds with male or female faces (Glidden and Assmann, 2004)
or simply by tellinglisteners that the speaker is of a certain gender (Johnson et al.,
1999). Johnson (1990, 1999, 2005) has suggested that fO affects vowel quality
primarily indirectly, by affecting apparent speaker characteristics, rather than by
being directly involved inhe specification of vowel quality.

In terms of a general theory of speaker normalization, fO is expected to
affect perceived vowel quality primarily by informing the speakependent
formantspace used by the listener to interpret the vowels of a epeaparent
speaker gender is expected to affect perceived vowel quality in a similar manner.
For example, if a vowel is presented with a high pitch, a listener may assume that
the speaker is a female and may assume a forspace appropriate for a feraal
speaker. If a vowel with the same FFs were presented with a low pitch, the
listener may assume a male speaker, and a forspaice appropriate for a male,
which may lead to differences in perceived vowel quality. This may be contrasted
with the direct éect of a change in F1, for example, which would be expected to
result in a change in vowel quality even witisipeaker.

Barreda and Nearey (2012a) report the results of an experiment that offers
strong support for Johns sentédsithrapgiiestofh e si s .
vowels that differed in their FFs and fO and, for each trial, were asked to report
vowel quality and two apparent speaker characteristics. The speaker
characteristics they were asked to report vsgreaker gender (male or female)
and speaker size (using a continuous scale that they were instructed to use as they
saw fit). Results indicate that although fO can exert a strong influence on

perceived vowel quality, this effect is greatly diminished (but still significant) if
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apparent spaker characteristics are accounted for. This was taken as an indication
that although O is strongly related to perceived vowel quality, its effect is mostly
achieved by suggesting apparent speaker characteristics to the listener.
Furthermore, apparent sgdeer gender had a significant effect on perceived vowel
quality, and apparent speaker size (controlling for gender) had a marginally
significant effect’ on vowel quality, even after controlling for the acoustic
characteristics of the vowel sound.

Although experiments such as Johnson (1990), Johnson et al. (1999),
Glidden and Assmann (2004) and Barreda and Nearey (2012a) used speaker
characteristics such as speaker gender to investigate the process of speaker
normalization, none of these authors suggeat 8peaker gender is directly
involved in the specification of vowel quality in the same way that the formants
are. Rather, these experiments might be interpreted as using apparent speaker
characteristics as surface variables to investigate the lateableaof interest, the
FF-scaling estimate for a voice on the part of the listener. Because of the strong
and consistent association listeners make betweescélihg and perceived
speaker size and gender (outlined in Section IA), experimenters mightablson
infer that if listeners indicate that a speaker is an adult male, they will also expect
a relatively lower FFscaling than if the speaker were an adult female. Thus,
controlling for apparent speaker characteristics, as in Barreda and Nearey (2012a),
can be viewed as indirectly attempting to control for a latent estimatasddiifg,
while affecting apparent speaker gender as in Glidden and Assmann (2004) might
be viewed as an attempt to influence implicit, listeinéernal FFscaling
estimates.

A more direct approach to experiments investigating the direct and indirect

effects of acoustic cues on vowel quality would be to collect ovescakng

" A positive relationship was expected between perceived vowel quality and apparent
speaker size, and 14 of 19 participants exhibited a positive relationship between the two
variables. This corresponds to a gaied pvalue of 0.@18 using a nojparametric sign

test. However, atest of the same partial correlations finds that they are not significantly
different from zero (p = 0.3027).
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judgments from listeners in experiments designed to investigate specific questions.
If this could be doneresearchers would not need to rely solely on speaker
characteristics that, although they may stronghvaxy with speaker Fscaling,

may do so only in a complex, derivative way. Furthermore, specific hypotheses
about the possible role of F¥€aling estnates in vowel perception could be

tested in a more direct manner.

4.1.3 Rationale for the Current Experiment

In the previous sections we have established that the formant patterns
produced by speakers of different sizes vary primarily in terms ahgles
multiplicative parameter, which we refer to as-$¢aling. Because of its strong
relationship to speaker voewmhct length, this acoustic characteristic is closely
related to salient apparent speaker characteristics such as size and gender.
Listenes may take advantage of this-eariation, and use Fgcaling information
to infer apparent speaker characteristics from the speech signal. We have outlined
a case for the potential centrality of information related to speaksc&g in
human vowel peception in terms of a general process of speaker normalization.
Finally, we have suggested that the effect of some apparent speaker characteristics
on perceived vowel guality may occur
speakedependent Fscaling esmate.

Although the line of reasoning summarized in the previous paragraph has
extensive experimental and theoretical support, the perception of speaker FF
scaling is not well understood. Given that our position on the process of vowel
perception center around a speakedependent FBcaling estimate, it is
incumbent on us to demonstrate that listeners are able to identify voices that differ
according to this acoustic characteristic, and to investigate the nature of a possible
pFFscaling perceptual dimension.

Despite the potential usefulness of obtaining voiceséding estimates
from listeners, no previous experiment has focused on training listeners to directly
report this property. The purpose of this experiment is to investigate the extent to
which listenes can learn to distinguish and identify voices that vary in both

average fO and FBcaling. The experiment to be outlined here adopts a similar
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stimulus design to that employed in Fitch (1994) and Smith and Patterson (2005),
where listeners are presentedhna series of stimuli that span an fO x-&¢aling
space but have a fixed phonetic content. However, instead of a-satley
judgment of a specific speaker characteristic, listeners are trained to provide
absolute identifications of each voice presdrftem a discrete set of alternatives

in a twodimensional display corresponding to an fO xde&ling space. In doing

so, listeners will provide what can be viewed as estimates of voice fO and voice
FFscaling independently for each dimensfomather tha providing a measure
(such as judged size or gender) that is likely to involve joint consideration of the
two properties.

This experiment also seeks to investigate the feasibility of collecting FF
scaling judgments from listeners in varying experimenthddions. Future
experiments investigating the manner in which listeners estimate voiseaffg
may require listeners to report voice fO, or they may require listeners to disregard
it, depending on the specific question being addressed. To investibather
disregarding stimulus fO results in a significant change in the consistency with
which listeners report voice Fétaling, the ability of listeners to report voice-FF
scaling will be tested in two conditions. In the first of these, listeners wakked
to report FFscaling and fO for each trial. In the second condition, listeners will be
asked to report FBcaling only, and disregard stimulus fO.

There are three general possible outcomes, each of which has different
implications for the manner iwhich human listeners respond to and isolate the
FFscaling of a voice, and for the nature of an acoustic quality such as pFF
scaling. The first possible outcome is that listeners are not able to do this and
perform no better than chance in either of tésting conditions. This outcome

would be problematic given that listeedrave been found to respond to-FF

®I'n our analysis we will assume |listenerés jud
compaents at the time of choice. However, even if listeners were instead memorizing a

discrete set of individual voices, the systematic correspondence of their choices te the FF
scaling and fO di mensions would atakdreast prov
spaced is organized in in a way that i ncl uc
projection of these two dimensions.
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scaling changes in determining apparent speaker characteristics. This outcome

mi g ht suggest t hat | i stenersoOarermpr esent at
organized along dimensions related tede@ling; that the training paradigm was

fundamentally flawed in some way; or, finally, that the task was too difficult

given the relatively short training sequence.

The second possible outcome is thatehs&rs are able to report their
judgments of FFscaling with a consistency and accuracy (that is, the judgments
are strongly correlated with the physical-§¢aling of the stimuli), and that these
judgments are made independently of stimulus fO. This owcarould be
predicted based on the work by Irino and Patterson (2002), Smith et al. (2005),
and Turner et al. (2006), which have all suggested that the peripheral auditory
system processes sounds at an early level, and that this processing segregates
information regarding the size of the vocal tract from information regarding the
particular configuration of the vocal tract during articulation. The output of this
process is expected to be directly available to the listener (which would suggest
relatively high performance), and F&caling identification should not be
influenced by fO.

The third possible outcome is that listeners are able to repestdiing
with good level of accuracy and consistency, but that these judgments are
influenced by stimulus f0. Ti& outcome would be predicted by processes similar
to Method 6 of the Sliding Template Model (Nearey and Assmann 2007), which
estimates speaker Fealing on the basis of the joint distribution of fO and FF
scaling between speakers, and the relative fithef observed FFs to those
expected for each vowel category. Importantly, only a main effect of fO on
reported FFscaling is predicted, where a higher fO should result in a higher
reported FFscaling. This predicted outcome will be shared by any proposed
normalization method which seeks to exploit the covariance betweecdhiRg
and fO between speakers to estimate speakeschling based on fO (although
specific models may predict more complicated patterns of relationships between

fO and reported FScalng).
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4.2 Methodology
4.2.1 Participants

Listeners were 71 students from the University of Alberta drawn from a
participant pool in which undergraduate students take part in experiments in
exchange for partial course credit. All participants were students taking an
introductory level, undergradtea linguistics course. Before beginning the
experiment, all participants filled out a questionnaire in which they indicated their
age, gender, native language, any other languages they spoke, and the amount of
formal musical training they had received (s@e@d in years). This background
information was collected because we thought that prior musical or language
experience might influence | istenersd abil

successfully. Our reasoning is discussed further in Se¢tBn

4.2.2 Stimuli

The stimuli consisted of vowel pairs with formant patterns appropriate for
the sequence [i a&] (in that order, separated by a pause) spoken by a single speaker.
These were constructed to simulate the voices of 15 different synthetic speakers
The vowels associated with these voices varied on the basis of three factors: fO
step, FFscaling step, and the difference in-g¢aling between adjacent +F
scaling steps (this di fioale)eFRkscaéng levell | be ref
and fO level vere withinsubjects factors, so that each listener was presented with
voices at each combination of fO and-§d¢aling steps (3 fO steps x 5-B€aling
steps) . Hiceale wasra betwaedubjects factor, so that each listener
was only ever presentedw h v oi ces isadlelesel. si ngl e @a&FF
The FFs of vowels representing an-§¢aling step were determined by
increasing all of the FFs of the previous step by a fixed percentage (i.e. by a single
multiplicative scale factor). The size of the percentagecese between adjacent
FFscaling steps was istaetlevel.nffoun differenh ¥F t he &FF
scaling increments were used (7%, 8%, 9%, 10%), resulting in four groups of
l i stener s. For exampl eiscale evel, thelFEs otliei mu | i fo

vowels of the second F$caling step were determined by increasing all of the FFs
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of the first FFscaling step by 9%. The FFs of the vowels for the thirég&dfing
step were then increased by a further 9% relative to those of the second step

(18.81% rel#ve to the first FFscaling step), and so on.

Figure 42. The x axis indicates the mean of the first three formant frequencies for
productions of /i/. Ellipses enclose two standard deviations of the distribution of real
voices from data collected by Hillenbrand et al. (1995). Ellipses indicate the distribution
of voices of adult males (dotted line), adult females (solid line) and children (broken line).
s 1 scate leleliase indicaiedtby the filled poata.c h
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It is worth noting that the FBcaling differences used in the ctiostion
of the stimuli for this experiment (7%, 8%, 9%, 10%) are close to the estimated
just noticeable difference for F$€aling, estimated to be-8%6 by Smith et al.
(2004) and 4% by Ives et al. (2005). In both cases, just noticeable differences
wereestimated using a twalternative, forceagthoice methodology.

Each vowel of the [i a] stimulus pair was 200 ms in length, and these were
separated by 125 ms of silence. Table 4.1 presents the initial values for each of the
three fO steps. For every stimgJufO decreased linearly by 10% from the
beginning to the end of t he v oiscalé . FO | ev
levels. Table 4.1 also provides the FFs used for the first (lewezpiency) FF
scal i ng st iesglefewls. TheselvaluesFweret based on average
productions of the same vowels produced by adult male native speakers of the
regional dialect. For both vowels, F4 was set at 3375 Hz and each formant above
F4 was 1000 Hz higher than the last, up to the tenth formant. Vowels were
synthesized with a variable sampling rate so that the Nyquist frequency fell
halfway between the tenth formant and the expected frequency of the eleventh
formant given the spacing between formants. The inclusion of higher formants,
and the variable samplingtea were undertaken to avoid inappropriate spectral
levels that can readily result when there is an uneven distribution of formants near
the Nyquist frequencySee Nearey 1989, Appendix B, for a discussion of some of
the issues involved All vowels were hen resampled at 22050 Hz. Figure 4.2
compares the location of the synthetic voices used in this experiment, for each
aFFi scale level, to a range of real voices plotted on an fO-gdakng space.

4.2.3 Procedure

A training game reminiscent of the '‘ammtration’ or 'memory' card game
was created to train participants to reportdégling independently of fO. This
game was played on a computer using a spediaibygned graphical user
interface. The game board contained 15 boxes arranged in three fréws. o
Each of these boxes was associated with a single voice throughout each
participantds experiment al session. Voi ces

voices in the same column had the sames€d&ling. Voice fO increased from top
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to bottom acrossows while voice FFscaling increased from left to right across

columns (in fact, the stimulus voices were arranged on the board in the same

manner that they are arranged in Figy@). Before beginning the game,

participants completed an introductorykas which they were familiarized with

all voices. Participants were told that the pitch of voices would increase from
bottom to top and that voices differed froc
which they were told was closely related to speakex. s

The general procedure during the training game was that participants were
presented with vowels produced by one of the voices on the board and were asked
to indicate the position of the voice within the board by clicking on the box that
was associatewith it. By locating the voice on the board, participants were, in
effect, reporting the FBcaling and fO levels for the stimulus voice. The game
consisted of a series of 11 levels of increasing difficulty. Difficulty was increased
between levels by imeasing the number of candidate voices available to listeners
during each trial. For example, initially listeners were asked to identify a voice
from one of two candidates, while in later levels listeners were asked to identify a
voice from among all voiein a row, or all voices in two rows. Buttons
associated with voices that were candidates for selection in the session were
colored blue. Buttons that were not to be considered for selection were the same
grey color as the background of the board.

The pocedure in each level was as follows: For a trial, listeners were
played the vowels [ i & ], produced by a single voice. These vowels were always
presented in the same order and were separated by 125 ms of silence. Listeners
were allowed to replay the volgeas many times as they liked by clicking on a
button marked 'replay'. Listeners then had to indicate the location of the voice on
the board by clicking on one of the blue buttons. When listeners answered
correctly, the next pair of vowels played aftet aecond pause, and the process
continued until all candidate voices were identified three times each. Voices were
presented in a randomized condition, blocked by repetition.

When participants answered incorrectly, the game entered into a special

game mod designed to provide the user with feedback, and an opportunity to
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improve their performance by listening to the voices on the board. In this mode,
the correct location of the voice the listener had just heard was indicated by a
green box. The box that thabeen incorrectly selected by the listener was
indicated by a red box. Listeners were allowed to listen to all available voices as
many times as they liked by clicking on the boxes associated with different
voices. When a listener was finished using emade, they clicked on a button
marked 'resume’, after which the next voice in the round was presented after a one
second pause.

Longerterm feedback was provided to listeners via a message across the
top of the game board, which informed listeners ofgércent of trials they had
identified correctly within a given level and of the percentage of trials in which
they had been within one step at most, in both fO anddakng level, of the
correct box. When a level was completed, listeners moved on teeitdevel in
the game by <clicking on the button marked
begin until the listener clicked on this button. All listeners took part in
experimental sessions of a maximum of one hour in length.

After completing all levelof the training game, listeners performed two
experimental tasks. In the first task listeners were asked to identify a voice from
among all 15 candidate voices by indicating its fO angé&a&ting level. This task
will be referred to as the Twiactors task Listeners identified each voice three
times, for a total of 45 trials per participant for this task. The -Tagtors task
should give the best indication of the ability of listeners to separase&ihg and
fO information and to report each indepentienfor the second task, listeners
were again asked to identify stimuli from among all candidate voices, however,
for this task listeners only had to indicate stimulussge&ling level and ignore fO
(this will be referred to as the Fonly Task). For thisask, only the middle row of
response buttons were visible to the listener so that listeners only had the option
of reporting FFscaling. Again, listeners identified each voice three times, for a
total of 45 trials per participant for this task. This tasks intended to compare

the ability of listeners to identify stimulus F¥€aling when listeners are asked to
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report fO and when they are asked to ignore fO. All listeners performed the Two
factors Task before the Fgealing only Task.

4.3 Results

The performance of different listeners was expected to vary as a result of
two main classes of characteristics. The first of these is the different sfzading
incremeswtcal eeFRised to create the syntheti
scales increase thecoustic difference between adjacentdegling levels (i.e.,
horizontally adjacent voices -scalelevéelhe Dboard)
would affect identification rates, with lower values resulting in worse
performance. This is a betwesnbjects &ctor in the statistical design and can be
dealt with directly as such.

The second class of characteristics expected to affect listener performance
is the differences in ability that participants may have had before beginning the
training, or the differst rates at which participants might learn to independently
report the two aspects of voice quality being investigated here. Although no direct
measure of these differences is available independently of the experimental results,
it was expected that threed di t i onal characteristics t h;

background experience could serve as covariates that reflected these differences in

ability.

a-F-scale 7 8 9 10

Total Listeners 18 18 18 17

English Native Speakers 17 14 15 15

Fluent in a ToneLanguage 5 4 4 4

Musically Trained 7 9 8 6
Table 42. Di stri buti on of s ome |l i st ene-scalechar acter.i
groups.
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The first of these covariates is native language, where the performance of
native speakers of English might differ from that of mative speakers. For
example, nomative speakers might have more difficulty processing the
categorical vowel information @nmight be operating under a greater cognitive
load than native speakers. The second covariate is fluency in a tone language.
Seventeen participants were fluent in a tone language. These speakers may have
had an advantage in identifying pitch levels os@parating pitch and Fécaling
information relative to speakers without knowledge of a tone language. The final
covariate was the number of years of formal musical training a listener had
received (including zero for listeners who had received no musaalng). In
pilot tests of the training program, a listener who was a trained musician
performed considerably better than any other listener. It was anticipated that
formal musical training might also help listeners learn to separate the fO and FF
scalirg information of sounds independently and thus might affect performance.
The distribution of these chars@meeristics

groups is presented in Talle.

4.3.1 Identification of voice fO and FFscaling
4.3.1.1 Performance for the Two-factors Task

Identification rates were found for correct labeling of fO level, correct
labeling of FFscaling level and correct absolute identification (where both factors
were correctly labeled), individually for each participant (n = PBrformance
was high overall with an average of 79.4% f0 identifications (min = 31%, max =
100%, sd = 15.3%), 40.1% correct-B€aling identifications (min = 15.5%, max
= 71%, sd = 12%), and 33.6% correct absolute identifications of both
characteristics multaneously (min = 6.7%, max = 71%, sd = 13.7%). All three
mean values were considerably higher than what would be expected given chance
performance (33%, 20% and 6.7% respectively). There was a moderate positive
correlation between correct identificationtes for f0 and FScaling withir
listeners; listeners who identified fO at a higher rate also identifiescRing at a
higher rate [r = 0.44, t(69) = 4.1, p = 0.0001].
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Listener performance was expected to be affected by the besubgatts
f a ct &-scaleaelld addition, the covariates reflecting listeners' background
experience were also expected to influence performance level. In order to test
which of these characteristics had a significant effect on performance on the Two
factors Task, a regressicanalysis was carried out on the witparticipant,
correct absolutédentification rates. The predictor variables were the between
subj ect s -stale @%,0800, 98 F 10%), the binary indicator variables
native language (English vs. n@mglish), toe language fluency (fluent vs. not
fluent), and the level of musical instruction, coded as a continuous covariate (in
number of years of instruction, including zero for listeners who had received no
instruction).

None of the effects reached significanc&cept the effect of musical
training [F(1,64) = 16. 8, p = 0Oscdle001]
did not even approach significance [F(3, 64) = 1.4, p = 0.25]. Thus, listeners in the
7 % a=kEdie group scored about as well as those in the &®4Bcale group,

37% and 35% correct absolute identifications respectively. A parallel analysis of
variance was carried out on the marginal correct identification rates for voice fO
and FFscaling. These analyses revealed a similar pattern of resultsheitmly
significant main effect being for musical training for correct identification of fO
[F(1,64) =17.8, p < 0.0001] and fs€aling [F(1,64) = 9.9, p = 0.0025].

4.3.12 Performance for the FRscaling only Task

Since only information regarding F$€aling estimates was collected for
the FFscaling only Task, all references made to correct identification rates refer
to FRscaling identification alone. Once again, correct identification rates were
found individually for each participant (n = 71). Permf@nce was high overall,
with an average correct F$€aling identification rate of 40.6% (min = 13.3%,
max = 64%, sd = 11.8%), which is very close to the 40.1% correscélihg
identification rate for the Twéactor Task.

A regression analysis was cadieut in which FFscaling identification
rate was the dependent variable. Once again, the predictor variables were the

betweers ubj ect s -stak (7%,08%, 9F FO%), the binary indicator
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variables native language (English vs. +itmglish), tone langage fluency (fluent
vs. not fluent), and the level of musical instruction, coded as a continuous
covariate (in number of years of instruction). The same pattern of effects was
found as in TweFactor Task, with only musical training [F(1, 64) = 9.5, p =
0.0030] being a significant predictor of participant performance.

Finally, in order to see if a listener's ability to identify voice-de&ling
was affected by whether they were also asked to report voice f@esh was
carried out on the individual, withiparticipant difference in FBcaling
identification across the two tasks. The mean witistener difference in
performance between the two task was 0.5%, a difference that did not reach
significance [t(70) = .44, p = .66]. This indicates that voicesE&ling estimation
is similar in cases where listeners are asked to report voice fO and in cases where

they are asked to disregard it.

4.3.2 Information used in FF-scaling estimation

The FFscaling indicated by the listener in response to a trial will be
referred to as judged F$¢€aling, as opposed to the veridical stimulussg&ling
level present in each stimulus. JudgedseRling is expected to correlate strongly
with the listenefinternal pFFscaling perceptual dimension. Consequently, the
most important determiner of judged-B€aling was expected to be stimulus FF
scaling. If listeners were performing this task using only information from the FFs
of a vowel pair to determine theFscaling of the voice that produced them,
stimulus FFscaling would be the only significant predictor of judgedsERling,
with no role for stimulus f0. On the other hand, a significant main effect for fO
may indicate a process of S€aling estimatiorsuch as Method 6 of the Sliding
Template Model (Nearey and Assmann, 2007) where fO may bisscdting
estimates. We know of no theory that would predict a significant interaction
between fO and FBcaling in the determination of F¥€aling estimates.

The relationship between judged fs€aling and stimulus fO and FF
scaling was investigated using ordinal logistic regression. Models of this kind
allow one to investigate the classification of stimuli into a sequence of discrete,

ordinal categories based omi@en number of explanatory variables. In this case,
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the dependent variable was the judgedsE&ling provided by the listener for
each trial. Judged F$caling steps were coded as one through five, where higher
numbers indicated higher F€aling ratinggand higher average FFs for a voice).
Stimulus FFscaling was coded as a centered covariate, while stimulus fO steps
were coded using dummy variables, where the lowest fO step acted as the
reference group. This coding allows for a linear relationship dmtvstimulus and
judged FFscalings, as well as for stimulus fO levels to results in shifts in judged
FF-scaling. The interaction between these two terms allows for the possibility that
stimulus FFscaling had a different linear relationship with judgedsggling at
different levels of stimulus fO.

A model was fit to the data collected for each participant independently,
and this was carried out separately for the data from each of the two tasks
performed (Twefactors Task and FBcaling only Task). Sighcance testing was
then carried out on the coefficients found for each listener, for each task, to
investigate the effects of each predictor on judgeesédfing (Gumpertz and
Pantula 1989).

For the Twefactors Task, stimulus F&caling was a highly smgficant
predictor of judged Fcaling [F(1,70) = 77.9, p < 0.0001]. As expected, there
was a positive relationship between stimulusseé&ling and judged F§caling.

The main effect for fO did not approach significance [F(2,69) = 0.38, p = 0.68].
However the interaction between stimulus fO and stimuluss€&ling was
significant [F(2,69) = 8.79, p = 0.0004].

The interaction between stimulus fO and-$daling may be decomposed
by stimulus fO level. Since the lowest fO step was used as the reference group
these interactions indicate whether the linear relationship between stimulus and
judged FFscaling differed significantly at the second or third fO steps relative to
the relationship observed for the lowest fO step. When considered in this way,
only theinteraction between the second, intermediate fO level and stimulus FF
scaling reaches significance [t(70) -3.08, p = 0.0029]. The interaction is
negative, resulting in a decrease in the slope relating stimulescdiifg to

judged FFscaling. Since thegpendent variable representing stimulusse&ling
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was centered, the decrease in slope indicates that responses tended to gravitate
towards the middle of the F$caling response space for the middle fO level more
so than for the high and low fO levels.

For the FRscaling only Task, there was a very strong positive relationship
between stimulus FBcaling and judged F&caling [F(1,70) = 55.8, p < 0.0001].
Unlike for the Twefactors Task, stimulus fO [F(2,69) = 16, p < 0.0001] had a
significant (main) effecon judged FFscaling. The effect of each of the stimulus
fO levels on judged FBcaling was positive, indicating that higher stimulus fOs
were associated with higher judged-$dalings. The interaction between stimulus
FFscaling and stimulus fO was alsignificant [F(2,69) = 12.7, p < 0.0001].
When decomposed by stimulus fO level, this interaction showed a similar pattern
as that observed for the Twactors Task in that only the interaction between the
second fO level and stimulus fS€aling reached gnificance [t(70) = 2.66, p =
0.0096]. Once again, this interaction was negative indicating a decrease in the

slope relating stimulus F&caling to judged FBcaling.

Two-factors Task FF-scaling only Task
Sum of | % Var. Term df | Sumof | % Var.
Term df
Squares| EXxp. Squares| EXxp.
FF-S 1 | 22442 | 356 FF-S 1 | 19804 | 316
f0 2 32.3 0.5 f0 2 | 2422 | 39
FF-S x fO 2 7.6 0.1 FF-S x O 2 8.9 0.1
Residual -- 4023.2 63.8 Residual -- 4034.3 64.4

Table 43. Sum of squares and percent of variance explained of judgedcélihg
explained by stimulus FBcaling (FFS), stimulus fO (fO) and the interaction of the two.

The significant effects for stimulus fO in both models described above
indicate that stimulus fO does have an effect on judgedcBkng. In order to get
a rough estimate of the magnitude of these effects, two linear models were fit to
the pooled data agss all participants. This process was carried out independently
for the results from the Twiactors Task, and those from the-&€aling only
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task. These models treated the response variable, judgestakikg, as a
continuous variable. The independentiaiales were coded in the same manner as
for the models outlined above. Table 4.3 presents the sum of squares and the
percent variance explained by each of the explanatory variables for each of these
models.

It is clear from the proportion of variance exipled by stimulus FF
scaling that judged FBcaling is most strongly determined by stimulus- FF
scaling. In both the Tw#éactors Task and the Fée€aling only Task, stimulus fO
and the interaction between stimulus fO and stimulusdgfing explain only a
very small amount (0.1% to 3.9%) of the overall variance in judgeddakng.

These results indicate that the significant effect of stimulus fO on judged FF
scaling, as well as the significant interaction between stimulus fO and stimulus FF

scaling, indica¢ a small but consistent effect.

4.4 Discussion

The motivation behind this experiment was to investigate the extent to
which listeners can learn to distinguish and identify voices that vary in average fO
and FFscaling. Results indicate that listeners able to report voice F§caling
with reasonable accuracy after only a short training session. Performance was
much higher than chance in both the Thactor Task and the F$taling only
Task, for absolute identifications of voice -BEaling and fO wherapplicable.

The high rate at which listeners are able to absolutely identify voise&lihg is
not eworthy gi-gcales uged ia this €éxpeemereXd%) are not
much higher than the just noticeable difference ins€&ling, which has been
esimated to be between&% (Smith et al. 2005, Ives et al. 2005). Furthermore,
listeners are able to report voice -B€aling with the same level of accuracy
whether they are asked to report voice fO or to disregard it.

In addition to the high rate at whidisteners correctly identified stimulus
FF-scaling, their errors tended to cluster around the correct stimukssdiiRg.
Overall, in 65% of errors committed across both tasks, listeners were only off by a

single FFscaling step. In the Twifactors Task,listeners erred in identifying
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stimulus FFscaling by a single step in 39.7% of trials. Combined with the 40.1%
of cases in which they correctly identified voice-$daling, this means that in
79.8% of trials listeners were either correct or off by alsirsgep. In the FF
scaling only Task, they were within one-B€aling step in 78.8% of cases. By
chance alone, listeners would be expected to respond within one step of correct in
52% of cases, meaning that they responded within one step roughly 53%i.e.
52)/52) more than expectedhese neamiss error patterns suggest that the
listenerinternal mappings of the stimulus voices are arrayed in adtmensional
space corresponding closely to fO andd€eRling. These results all support the
notion that here exists a perceptual quality, such as-p&diing, which is closely
aligned with FFscaling.

The ability listeners have demonstrated in reporting voicesdafing
suggests that the experiment reported here could easily be extended to investigate
the relationship between apparent speaker gender anegating by instructing
listeners that the speaker was of a particular gender on a given trial. A
methodology of this kind could be used to investigate the results presented in
Johnson et al. (1999) andi@&len and Assmann (2004) where changing listener
expectations regarding speaker gender affected perceived vowel quality. If trained
listenes systematically over or underestimated stimulusse&ling based on
apparent speaker gender, it would serve asl gaidence that apparent speaker
gender affects perceived vowel quality by affecting 4sE&ling estimates based
on gender stereotypes.

Another possibility is the use of this training experiment in conjunction
with experiments such as those describetbimson (1990), Johnson et al. (1999)
and Barreda and Nearey (2012a), in which the relationship between apparent
speaker characteristics and perceived vowel quality was investigated. In those
experiments, stimulus vowels varied along a limited number oflifrfensions
(either F1 or F1 and F2) rather than along all FFs simultaneously, which is the
case when they vary in terms of-B€aling. For example, in Barreda and Nearey
(2012a) listeners were presented with vowels that varied along &f2 F1

continuum, ad these were presented with several different fO and higher formant
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conditions. Apparent speaker size and gender judgments were collected in order
to control for estimates of pFécaling, and the association between these
characteristics and perceived vdweality was investigated.

However, the results of the experiment presented here suggest that it is
possible to ask trained listeners to report speakescakng directly. For
example, given a certain point along theF2Lcontinuum, we might expect tha
listeners would respond to changes in the higher formants by indicating different
judged FFscaling levels. Furthermore, given a point along thd-EXontinuum,
pFFscaling may cevary with apparent speaker gender, and perceived vowel
quality. Using a rathodology of this kind, the relationship between {sE&ling,
apparent speaker characteristics and perceived vowel quality could be investigated
more directly.

Barreda and Nearey (2012b) present preliminary results of a study using
just this methodologyA replication of Barreda and Nearey (2012a) was carried
out in which FFscaling judgments, as well as speaker gender and vowel quality
judgments, were collected from trained listeners. The results indicated that a
significant relationship between listerféff-scaling responses and reported vowel
quality for vowels which had been lepass filtered above E3

Although listeners are able to report stimulusdegling accurately, some
results suggest that the determination of {3E&ling interacts with the
identification of stimulus fO in a complicated manner that warrants further
investigation. Correct identification of stimulus fO was associated with higher
correct identification of F¥scaling both betweeparticipants (as reported in
Section 1lIA1) and withm participants: of the 46 listeners who made at least five
fO identification errors, FScaling identification rates were 6.3% higher when
they identified fO correctly relative to cases in which they did not [t(45) = 2.91, p
= 0.0056].

1% However, to our surprise, this was not tlase for vowels with more highéormants.
The presence or absence of higleemants had a complicated relationship with apparent
speaker gender and reported pgeialing. This may have resulted in a weakening of the
relationship between reported pB€aling and reported vowel quality.
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Furthermore, a sigiicant negative correlation was found in errors of fO
and FFscaling identification. A number may be assigned to judged fO and FF
scaling that indicates the difference between these judgements and the veridical
stimulus properties. So, for example, zerowd indicate a correct identification
while negative integers would indicate underestimations and positive numbers
would indicate overestimations. For the 46 listeners who made at least 5 fO
identification errors, the average withnar t i ci pantcorrédafomar mano s
coefficient between fO and Fé€aling identification errors wasl7 [t(45) =-5.88,

p < 0.0001] indicating that F&caling overestimations were associated with fO
underestimations and vice versa.

The results presented in Section IIIB inde#bat stimulus fO has a weak
effect on judged FScaling, and that this effect can vary for particular
combinations of fO and FBcaling. Furthermore these relationships may vary
based on the specific task at hand. For example, in thefdstors Task, tére
was no significant main effect for stimulus fO on judgedsggling, while for the
FF-scaling only Task the main effect for stimulus fO was significant. This may
indicate that fO has more of an effect on judgeesE&ling when listeners do not
have toexplicitly report it, relative to situations in which they do have to report it.

The main effect of fO on judged Fdealing was positive in cases where it
was significant. This is not surprising given the naturavadgation of f0 and FF
scaling, where igher fOs are associated with higher-¢alings, and the fact that
listeners have demonstrated a sensitivity to this covariation (Assmann and Nearey
2007, Assmann and Nearey 2008). However, we do not have ready explanations
for the interaction patterns sérved across the two tasks. In both cases, the linear
relationship between stimulus and judgedd€gling differs for the middle fO step
relative to the high and low fO steps, and this difference manifested itself as a
decrease in the positive relationsthetween the two variables, resulting in a
compression towards the middle of the response space.

These results suggest that fO may play a role in the determination -of pFF
scaling, and that this may not be determined solely on the basis of the FFs of a

vowel sound. An effect for fO on pF$caling is predicted by Method 6 of the
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sliding template model of Nearey and Assmann (2007), where they suggest that
pFFscal ing (which they refer to as Q)
However, this model wouldnly predict linear shifts in pFBcaling based on f0,
and not a complicated pattern of interactions. This model also has no way to
explain the negative correlation of errors observed, nor the varying effect of fO
based on task type.

The significant and¢omplicated effect of stimulus fO on judged-&¢aling
casts doubt on the theories put forth by Irino and Patterson (2002), Smith et al.
(2005), and Turner et al. (2006). These researchers claim that the peripheral
auditory system performs transformatioms speech sounds that automatically
segregate information related to veta@ct configuration from information
related to FFscaling, and that human listeners have direct access-szdhiRg
information resulting from this processing. If this were theecdhere is no clear
reason why fO should significantly influence directly reported-se&ling
judgements, or for this influence to vary based on task. Although transforms such
as those suggested by these authors may still occur, a transformation which
sgyregates information regarding voice-B€aling, only to recombine it with fO
information before the listener can access it would not be of much use to listeners.

Some characteristics of the experimental design selected with that goal in
mind make it unsitable to answer detailed questions regarding the processes that
underlie the construction of a pfS€aling dimension, and the manner in which
this is influenced by fO. This experiment was designed to investigate whether
listeners are able to identify vais on the basis of their Fd€aling, and whether it
would be feasible to collect Fécaling estimates from listeners in perceptual
experiments.

First, the sampling of the fO dimension was deliberately sparse, and many
listeners committed very few, or n@ identification errors at all. For example, 35
of 71 listeners made less than 5 fO identification errors out of a total of 45 trials
for the Twofactors Task. We did not want to present too complex or frustrating a
task to listeners until we were certdhlrey could reliably respond to Fd€aling

differences in voices. Secondly, the sampling of thes€&ling dimension was
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intended to replicate the stimulus design of experiments that might involve the
collection of FFscaling estimates rather than to inigetie the process of FF
scaling estimation as a continuous dimension. Finally, the limited number of trials
carried out for each of the two tasks makes it difficult to analyze these processes
in great detail. However, it is important to note that the eftécfO and the
correlation of errors were detectable despite these shortcomings, which suggests
that these are important considerations in the construction of asqafiRg
dimension.

In the future, experiments with stimuli that more densely sample tke fO
FF-scaling space, and which feature a higher number of trials will need to be
carried out to investigate more specific questions regarding the processes involved
in f0 and FFscaling estimation. Of particular interest to the field of speech
perceptions the way in which these two processes may cooperate and the ways in
which this cooperation may interact with the estimation of apparent speaker

characteristics and the determination of vowel quality.

45 Conclusion

The experiment outlined here involveal training method in which
listeners learned to report voice -B€aling. Although listeners have previously
demonstrated a sensitivity to changes in voices&dling independently of fO, the
average listener may not have a ready label for the acoustractdrastic
associated with the average FFs produced by a voice. Results indicate that
listeners are able to provide fSEaling judgments with relative ease and
consistency, and that these estimates are most strongly determined by the FFs of a
stimulus, wth only weak effects for stimulus fO. This may be contrasted with
apparent speaker characteristics such as apparent speaker size and gender, which
are most strongly determined by the fO of a vowel, with a weaker effect for the
FFs (Gelfer and Mikos, 2008tillenbrand and Clark, 2009).

The results presented here suggest that it is feasible to collestiakig
estimates from listeners in further experiments which seek to investigate the
process of Ffscaling estimation, or the role of fS€aling estimationn speech
perception. Furthermore, they suggest that there exists a perceptual dimension
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closely aligned with F¥scaling (i.e., pFFcaling), and that this perceptual
dimension may be influenced to some extent by fO in a complicated manner that is
not exphined by any theory we are aware of. Given the potential importance of
FF-scaling, and its perceptual counterpart {s€Rling, for vowel perception and

the determination of apparent speaker characteristics, these issues warrant further

investigation.
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Chapter 5

Discussion

In this clapter | will summarize the results of the experiments presented in
this thesis, and outline a refined theory of active speaker normalization based on
these results. The proposed normalization procedure was implemented as a
computer algorithm based on thdid®ig Template Model of Nearey and
Assmann (2007) but extended to simulate active cognitive control organized
around the probabilistic detection of speaker changes. This new model was
applied to simulate the results of Experiments 1 and 2. The simuésteltisrwill
be compared to those observed for human listeners, and will be contrasted with

the behaviour of alternative theories of vowel normalization.

5.1 Summary of results
5.1.1 Experiment 1

In Experiment 1, listeners were presented with a sstgnF1-F2 vowel
continuum. Each step along this continuum was matched with three fO and three
F3+ (F3 and higher formants) levels, resulting in 63 unique vowel sounds.
Listeners were presented with these vowels one at a time in adotipmized
condition,blocked by repetition. For each trial, listeners were asked to report the
category of the vowel (eithe®/or /ee/) and the gender and size of the apparent
speaker.

Two analyses of the results were presented. In the first, a partial
correlation analysisvas undertaken which found the strength of the independent
linear relationship between all combinations of pairs of stimulus variableSZF1
fO, F3+) and response variables (speaker size, speaker gender, vowel openness).
This analysis revealed that appatr speaker gender is significantly related to

vowel openness, even after controlling for the acoustic characteristics of the
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stimuli. This result is potentially problematic for cognitivggssive pure
intrinsic theories of vowel perception. For exam@grdal and Gopal (1986) and
Patterson and colleagudsifo & Patterson, 2002; Smith et al., 2Q00tave both
proposed theories that explain perceived vowel quality solely in terntseof
acoustic characteristics of individual vowel tokens. Based on these theories, there
iS no reason to expect that any apparent speaker characteristic would be
significantly related to perceived vowel quality independently of the acoustic
characteristicef the sound.

On the other hand, the significant correlation of gender and vowel
openness can be accommodated by theories of speaker normalization. In certain
cases, shifts in the reference space may result in changes in perceived vowel
quality. For amlguous vowels, such as those used in Experiment 1, differing FF
scaling estimates may result in shifts in vowel quality. Since apparent speaker
gender is strongly determined by voice-§daling(Hillenbrand & Clark, 2009)
we would expect that apparent speaker gender will provide us with information
about the reference space being used by a listener. As a result, in some cases
apparent speaker characteristics such as speaker gender may be significantly
related to perceived vowel quality.

The second analysis involved comparing the partial correlations between
certain pairs of variables in two situations: when apparent speaker characteristics
were controlled for, and when these characteristics were not controlled for. As
outlined in Sectior2.4, a purely indirect effect should only affect perceived vowel
quality in situations where it affects the reference space. Consequently, the
difference in the strength of partial correlations between the two aforementioned
conditions can serve as a rougldex of the degree of indirectness of effects on
vowel quality. This analysis revealed that the partial correlation between fO and
vowel openness decreased by 63% on average, while those between F1 and F3+
and vowel openness decreased by only 2.6% aB#o tespectively. These
findings largely support the assertion made by Johnson (1990) that the effect of fO
is primarily indirect, in addition to supporting the suggestion made by Nearey
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(1989) that F3 may have some indirect effect by providing listenetls wi
i nformation regaregpaceg a speakerods formant

5.1.2 Experiment 2

In Experiment 2, listeners were presented with vowels produced by a
series of voices, and were asked to monitor for a single vowel category. They
were asked to respond as soon ay tieard this vowel category, and to ignore all
others. There were six synthetic stimulus voices. These differed along 3 FF
scaling steps (referred to as formapace steps in Chapter 3) and 2 fO levels.
Vowels were presented in blocks where all vowelsemgroduced by either a
single voice, or two different voices.

This design was intended to investigate the contextual tuning theory of
Nusbaum and Magnuson (1992) and active speaker normalization in general.
According to contextual tuning theory, listepeare expected to refine their
reference space until a stable mapping is achieved. If a speaker change is detected,
the current frame of reference may be discarded, and a new representation is
established. The detection of speaker changes and the refinefriee speaker
representation are cognitiveaictive processes and are expected to be associated
with increased reaction times.

In Experiment 2, listeners most accurately identified target vowels when
voices had the same f€aling and the same fO levéin a singlevoice
condition). In the absence of fO differences between voices, largscdiRg
differences between voices (i.e., larger reference space mismatches), led to
progressively worse identification performance among listeners. However, when
FFscaling differences were accompanied by fO differences, the negative effect
associated with FBcaling differences between voices was significantly
diminished. As presented in Appendix 2, fO differences between stimulus voices
in a block were very likelyo result in multiple perceived voices regardless of FF
scaling differences, while Fgcaling differences alone were unlikely to result in
the perception of multiple voices.

Essentially, FFscaling differences between voices in a block led to larger

decrases in performance exactly in cases where listeners were unlikely detect
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changes in speaker. This suggests that the negative effect associated with mixed
speaker listening conditions may be due, at least in part, to difficulties associated
with the detegon of speaker changes and the use of inappropriate extrinsic
information that may not be appropriate for the current speaker.

In cases where speaker changes are detected, processes related to the
recalibration of the reference space are expected to nesatireases in response
times. However, since these increased response times are related to the more
accurate identification of vowel sounds, we expect that in cases where listeners
take longer because they are carrying out processes related to ndromaliza
reaction times will be positively correlated with identification rates.

There was a significant (negative) marginal correlation between reaction
times and identification accuracy meaning that, overall, listeners took longer to
respond in blocks whertey also responded less accurately. However, in blocks
where voices had different fO levels and speakers were likely to detect speaker
changes, listeners took longer to respond, but did not exhibit the decrease in
accuracy that might be expected givea tlegative marginal correlation between
response times and accuracy. An interpretation of this result is that, in general,
listeners take longer to respond in blocks where vowels are generally difficult to
identify, explaining the negative marginal cortela between accuracy and
response times. In contrast, in the presence of detected speaker changes, listeners
are carrying out processes related to speaker normalization that result in increases
in accuracy but also come with a cognito@st. Consequentlyin cases where
listeners are likely to detect speaker changes a positive relationship between
accuracy and response times is expected.

Finally, evidence was presented that in the absence of detected speaker
changes, listener accuracy improved in singleee blocks, supporting the notion
that listeners refine their Fécaling estimates throughout a listening situation in
the absence of detected speaker changes. When speaker changes were likely to be

detected, hit rates were stable within blocks.
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5.1.3 Experiment 3

Experiment 3 was intended to investigate whether listeners could learn to
report the FFscaling of voices directly, rather than indirectly by reporting
apparent speaker characteristics that are correlated wiitdtiig. Participants
took part in a training game where they learned to identify voicedaling using
15 unique stimulus voices (5 Fealings levels crossed with 3 fO levels) where
each voice was associated with a different response button arranged on a board.
Listeners were piged a voice and were asked to click on the button associated
with the voice, thereby providing an fO and-&¢aling estimate for the voice they
had just heard. After training, listeners took part in two testing levels intended to
assess their ability to pert FRscaling. In the first testing level, listeners were
asked to identify both the fO and #8Ealing level of stimulus voices. In the second
testing level, listeners were asked to report onlys€&ling, and ignore stimulus
fO.

Results indicate thaiskeners are able to report voice-§¢aling with a
good degree of accuracy and consistency after only a short training session. There
was no significant difference in this ability when listeners were asked to report f0,
compared to when they were askeddisregard it. Furthermore, error patterns
suggest that in cases where listeners did makecBkng identification errors,
these tended to be clustered around correesdaking levels, suggesting that
listeners were in fact responding to an acoustic dgio® correlated with FF
scaling. Finally, results suggest a complicated relationship between perceived f0
and perceived FBcaling. Stimulus fO level was found to significantly influence
FFscaling estimates, and there was some indication that fO ascakig errors
are negatively correlatét

These results show that although fO can affect perceived vowel quality by
affecting FFscaling estimates, listeners can deprioritize fO information when

making FFscaling estimates in situations where this is kmote provide

' The negative correlation of errors was irtigeted further in Barreda and Nearey (To
Appear). The results of that experiment indicate that this correlation is significant and
consistent.
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unreliable information regarding the fSEaling of a voice. For example, it was
argued that the results of Experiment 1 demonstrate that fO affects vowel quality
mainly by influencing listeneinternal FFscaling estimates, which in turn affec

the location of the referenapace. If the same behaviour were seen here, listener
FF-scaling responses would be expected to be strongly influenced by stimulus fO,
rather than only the weak effect observed in Experiment 3.

5.2 An explicit model of Actve Speaker Normalization

The results of these experiments suggest that vowel identification is
carried out by a process of speaker normalization, which is governed by a
cognitively-active control structure broadly similar in character to the contextual
tuning theory of Nusbaum and Morin (1992). The process may be summarized as
follows. When a listener encounters speech from a new speaker, the listener uses
the intrinsic properties of that speech to estimate an approprisdedifg for the
speaker. Becaeshisinitial estimate is informed solely by the intrinsic properties
of the vowel to be classified, this will be referred to asitiensic FFscaling
estimate. This parametevill determine the reference space used to interpret
vowels produced by thapeaker. Cues may affect vowel quality indirectly, by
affecting the estimation of this parameter. For example, telling the listener that a
speaker is female, or playing a vowel with a high fO, may both result in the
expectation of a relatively high F$eding, which may thenaffect perceived
vowel quality.

The intrinsicallyspecified FFscaling estimate will then become the basis
of the running FFscaling estimate for that spealgoing forward This estimate
may be updated based on new information reggrttie appropriate FFscaling
for thespeaker. Because this estimptgentially includesnformation extrinsic to
the vowel to be classified, this will be referred to as élRk&insic FFscaling
estimate.

The categorization of following sounds then degeaod the detection, or
lack thereof, of a change in speaker. In the event that a speaker change is detected,
an FFscaling estimate can be calculated bas®dly on the intrinsic properties of

the current vowel sound. This intrinsic BEaling estimate nyathen replace the
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current extrinsic estimate, reflecting the fact that previous information is no
longer useful, and indirect cues may strongly influence perceived vowel quality
by influencing the new estimate.

If a speaker change is not detected, onémof things may occur. If the
extrinsic FF-scaling estimate is deemed to be unstabled not exactly
appropriate, the estimate may be updated based on the properties of the current
stimulus. In the event that a speaker change is not detected and the current
extrinsic FFscaling estimate is deemed to be stable, the vowel stimslus
classified using the existing FBcaling estimate, eliminating the additional
processing associated with the estimation or refinement of the runnisgakirg
estimateln these cases, indirect cues (i.e., cues that affect vowel quality only by
affecting FFscaling should lose their effect on perceived vowel quality.

In the remainder of this section, Method 6 of the Sliding Template Model
will be described. Following this, an explicit model of active speaker
normalization will be outlined. This model provides stim&y like an active
control structure for Nearey and Assmannos
of the experiments summarized above. Because this model is meant to replicate a
normalization method with activeognitive control over certain processgsyill
be referred to as the Active Sliding Template Model (ASTM).

5.2.1 The Sliding Template Model

The Sliding Template models of Nearey and Assmann (2003te
designed to account for identification of vowels in a mixed speaker condition,
where bothvowel category and speaker identity vary randomly from trial to trial.
These modelpredict perceived vowel quality by estimating an appropriate FF
scaling for a vowel sound and modifying the observed forfpatiern to compare
it to the reference patterspecifying expected FFs for different vowel categories.
The vowel category whose reference pattern provides the closest fit to the
observed formampattern, given the estimated {SEaling, is selected as the
winning vowel category.

The authors describesral models that differ in the ways they estimate

FF-scaling or in the manner that they specify the reference vpattdrns.Of
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particular interest is their preferred method, Method 6 of the Sliding Template

Model, which will be outlined here. Throughoiliis discussion and in keeping

with Nearey and Assmann, F€aling will be indexed using the logean FiF2-

F3 frequency across a speakerds entire vow
adequate way to compare the reference spaces of different spefakterssame

dialect under the assumption of uniform scaling within vowel category, between

speakers.

Selecting an Fscaling for a candidate vowel category that maximizes the
fit between observed and expected FFs without considering the distributional
properties of fO and FBcalings could lead to improper {SEaling estimates. For
example, a winning FBcaling appropriate for a small child could be predicted for
a vowel with an fO of 100 Hz, an extremely unlikely pairing of acoustic
characteristics in #real world. Furthermore, the winning -BEaling could be
well outside the normal range of fSEalings, potentially leading to a high rate of
misclassifications. Method 6 attempts to remedy these issues by selecting an FF
scaling estimate for each candiel&aowel category that maximizes the fit between
the observed formasgattern and that expected for each vowel category, while
also taking into account the (approximate) joint distribution of fO anddaling
across a human population.

The fit between observed and expected formant patterns given-an FF
scaling estimate is quantified with reference to a multivariate normal distribution
where the mean vector corresponds to the formant refepattan for that vowel
category and the covance matrix is the pooled withitategory covariance
matrix provided to the model. Since the goodness of the fit between observed and
expected FFs varies according to a single parametesd&lihg), the probability
density function associated with thisnstderation is univariate normal. The mode
of the density of this distribution alone will correspond to thes&&ling which
results in the best fit between observed and expected formant patterns.

However, as mentioned above, the-defaling that leads tthe best fit
could be implausible given the distributional properties of fO anddaffing. For

this reason, the aforementioned probability density function is multiplied by the
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conditional probability of fO given FBcaling, and the prior probability ofFF
scaling. The F¥scaling that maximizes these considerations can be found
analytically by finding the product of these densities, and finding the mode of the
resulting density. The mode of this density corresponds to the winnisgdhiRg
estimate for th vowel category.
The conditional probability of fO given Fécaling is determined based on
the linear relationship between log fO andg$€aling across a range of speakers,
using the same parameter values suggested in Nearey and Assmann (2007). This
relationship is presented visually in Figure 5.1. The expected fO givescéling
was found using equation (1), where-§Fc al i ng i s represented by

ambiguity:

) Ar 2. 1445WAPBFFS)

Figure 5.1. Scatterplot of
speakers from two data tse
(Peterson and Barney 195:
Hillenbrand et al. 1995) plotte
according to their FFscaling
(indexed by lognean FFs) anc
log-mean f0. The bold line
indicates the regression lin
predicting log fO on the basis ¢
FF-scaling. The dotted line
parallel to the regression line
indicate one standard deviation |
Log-mean FFs fO given the FFscaling.
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Figure 5.2. Histogram of the
marginal (prior) distribution of
FF-scalings from across two dal
sets (Peterson and Barney, 19t
Hillenbrand et al. 1995). Th
bold line shavs the density of
' ' ' ‘ ‘ ' ‘ normal distribution with the sam
6¢ 70 71 72 73 T4 TS mean and variance parameters
Log-mean FFs this marginal distribution.
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Based on té linearrelationshippresented in (1)an fO may be predicted
for candidate Ffscalings, and the distance between the observed f0, and the fO
predicted for the Fiscaling may be found. This distance is then penalized with
reference to the standard error of the regression model. This magughtlof as
centering a normal distribution at the fO predicted for eactsdating with a
standard deviation equal to the standard error of the regression model, and then
finding the probability of drawing the observed fO from this distribution. The
resut of this is that FFscaling estimates that predict an fO that is close to the
observed fO are prioritized over those that are not. The mode of the conditional
distribution of fO given FFscaling will be located at the Fd€aling that predicts
the observedD.
The standard deviation of the conditional distribution of fO given FF
scaling was set to 0.09382. This value is smaller than that suggested in Nearey
and Assmann by a factor of 0.707, meaning that the effect for fO will be relatively
stronger. A jugfication for this is given in in Section 5.3.1.1. The mean and
standard deviation of the marginal probability of observing asdaling were set
to € = 7.2333 and 0 = 0.1284, based on t
Assmann
Once an optimal FBScalig estimate has been found for each vowel
category, the winning vowel category is the one that provides the best match for
the observation, given its categaspecific FFscaling. This may be determined
by subtracting the categegpecific FFscaling estimi& from the observed
formantpattern, and finding the minimum Mahalanobis distdhbetween the
observed formanpattern and that expected for the vowel category. Nearey and
Assmann (2007) describe the process of selecting the best fitting vowel category,
given the best possible =c al i ng f or that category as i
| ooks best when it tries to | ook its besto

2l Mahalanobis distances are multivariate measurements of distance that take the
covariance patterns of variablego account. Unless otherwise specified, all references
made to the calculation or comparison of distances refers to Mahalanobis distances
calculated using the covariance matrix presented in Table 5.2.
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Vowel F1 F2 F3
[ -1.4191406 0.62950438 0.8487829
® -0.9816006 0.41787938 0.7149399
e -0.9211756 0.49334438 0.7382749
0 -0.7035106 0.32145438 0.7001354
& -0.4457406 0.22904938 0.6735179
0 -0.5450806 -0.09682062 0.6557979
A -0.6572806 0.01781438 0.6558074
0 -0.8547056 -0.17574562 0.6554719
a -0.9187456 -0.09007562 0.6727639
u -1.2477756 0.01196438 0.6208954

Table 5.1. Reference patterns specifying the expected F1 F2 and F3 frequencies (in
normalized logHz) for the vowel phonemes of Edmonton English. If arsédling is

added to these values and the sum is exponentiated, the FFs (in Hz) expected for each
vowel catgory given the FFscaling estimate may be found.

F1 F2 F3
F1 0.0147141 0.0010423 -0.0010114
F2 0.0010423 0.0100548 0.0000059
F3 -0.0010114 0.0000059 0.0056742

Table 5.2.Pooled withingroups covariance matrix given to the ASTM to be used for the
classification of vowel sounds.

The reference patterns used for each vowel category, as well as the pooled
within-groups covariance matrix used to classify vowels are giveraine$ 5.1
and 5.2 respectively. By convention, the sum of the reference patterns specifying
expected FFs across all vowel categories is equal to zero. This may be achieved
by specifying the reference patterns using formant values normalized using the
log-mean normalization method of Nearey (1978). The reference patterns were
determined relative to vowel data collected fr&tdmonton English speakers

(Thomson, 2007), while an appropriate pooled witghoups covariance matrix
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was estimated using data colletttom a large data set (Peterson and Barney,
1952).

5.2.1.1 Control structure implied by the Sliding Template Model

Nearey and Assmann indicate that the Sliding Template Model could be
modified to accommodate different uses of fO or prior informatioastimating
FF-scaling. This can be carried out by changing the parameters specifying the
probability distributions that are used to determine the winningsdaking
estimates. For example, the relative strength of fO can be modified by increasing
or decrasing the variance of the conditional distribution of fO giversE&ling,
where decreasing this variance results in a stronger effect for f0. Furthermore, the
influence of a priori information regarding fS€aling can be manipulated by
changing the mearr @ariance of the marginal distribution of fsEaling.

Estim.ate
Extract
>/ Bt || s
Fra&to FF-Scaling

Find Return
|y~

Figure 5.3. A flowchart representing the control structure implied by the Sliding
Template Model as described in Nearey and Assmann (2007).

However, the original Sliding Template Model is governed by an-open
loop control structure, so that there is no mechanism to implement these changes
from trial to trial. As seen in Figure 5.3, there is a single path from input to output,
and there is no nohanism by which feedback or any decisions related to the
detection of speaker changes may affect the outcome of the process. Essentially,
Method 6 of the Sliding Template Model is a purinsic method of Ffscaling
estimation with no memory, and a caitstructure appropriate for a cognitively

passive process.
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5.2.2 The Active Sliding Template Model

An overview of the proposed contrstructure for the Active Sliding
Template Model (ASTM) is presented in Figure 5.4. This proposed control
structure las two major differences compared to the original Sliding Template
Model®. First, the ASTM has a memory that keeps track of an extrinsic FF
scaling estimate, and can both refine and discard this estimate as necessary.
Second, the ASTM features processes that monitor for speaker changes and for
the appropriateness and stabilitfythe current running FBcaling estimate. The
additional processes featured in the ASTM are all related to these two changes. In
the following subsections, | will outline the processes composing the ASTM as
depicted in Figure 5.4.

appropriate?

No | Estimate
©.d FF-scaling

—» | Intrinsic
Stable? FF-Scaling
Estimate (e)
Extract T > | Intrinsic A Ao
FFs & 10 No FF-Scaling Update Extrinsic
ry | + FF-scaling (f)

Yes
|
Intermediate TYes
N
FF-scaling No

Vowels?
Find +

Yes Distances

Find
+ Distances
Y
Set New ¢
Extrinsic > Return
FF-scaling Winner

Figure 5.4. A flowchart representing the processes of the Active Sliding Template Model.
The stages shared by the unmodified Sliding Template Model are shaded ittgrey.
letters in brackets indicate where the parameters outlined in Table 5.3 areoydbé
model

2This process has some eskerdaptieernormalizaton t o We e n i
method (Weenink, 2006; Ch. 11). That method also features a refamaoe that may

change from trial to trial to maximize the fit to the current vowel stimulus. However, that

model has no role for the detection of speakengha. Consequently, this model is most

similar to a passivextrinsic model of vowel perception. As discussed in Chapter 3, such

models cannot recreate the pattern of results observed in Experiment 2.

126



The general design of the ASTM followed from the interpretation of the
Experiments composing this thesis presented in Section 5.1. No action or state of
the ASTM exists solely to replicate specific output patterns without having a
theoretical motivation. Howey, the parametersettings used fothe simulation
were selected so that they would generate patterns of results like those observed
for human listeners. Initial parameter settings were set at levels that were deemed
reasonable and successive simulatiese run, with parameters being refined in
a heuristic manner between repetitions of the simulation. The intent of this was
only to investigate whether the model of active speaker normalization outlined
above could generate patterns of results similarhtd tbserved for human
listeners.

One important difference between the Sliding Template Model and the
ASTM is that a small amount of Gaussian error was added to the optimal,
categoryspecific FFscaling estimates as calculated by Method 6. This was done
to reduce the performance of the model, and to create an advantage to refining
rather than simply discarding estimates. Error in-sE&ling estimates was
implemented by adding Gaussian noise with a standard deviation of 0.083 to the
optimal FFscaling estimi for each category. Since these estimates are expressed
in log-Hz, this amounts to an expected error of roughly 8.3% in estimates when
considered in linear Hz values. The size of error was determined with reference to
observed Ffscaling reporting erroras reported in Barreda and Nearey (To

Appear).

5.2.2.1 Summary of tuned parameters.

A total of six tuned parameters were required to implement the Active
Sliding Template Model (ASTM). These parameters are presented and
summarized in Table 5.3, and wile explained in detail in the remainder of this
section. In addition, as outlined above, two changes were made to Method 6 of the
Sliding Template Model: the reduced value of the conditional variance of fO given
FF-scaling, and the addition of error to thR€é-scaling estimates made by the
mo d e | to simulate, roughl vy, perceptual or

the evidence at hand.
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Parameter Setting Description

Determines the rate at which the model will
0.5 detect a speaker change solely based on chg
in fO.

(a) fO-related speaker
change detection

When there has been an fO change, the
minimum distance is multiplied by this value,
increasing the apparent lackfifof the current
reference space.

(b) fO-related threshold

multiplier 1.5

Determines the maximal minimum distance tf
(c) Refinement ttance 0.25 | will not lead to refinements of the current-FF
scaling estimate.

(d) Speakechange 6.25 Determines the maximal minimum distartbat
Distance ’ will not lead to a detected speaker change.

If a speaker change is not detected for this m

(e) Stabilityparameter 4 trials, the FFscaling is assumed to be stable.

(f) FF-scalingrefinement Determines the relative weight of the currg
combination weight FFscaling estimate when this value is update

Table 5.3.A summary of tuned parameters involved in the Active Sliding Template Model.

5.2.22 Detection of speaker changes

The detection of speakehanges is carried out in two ways. The model is
presented with data describing a vowel sound with a given fO and formant
frequencies. If this vowel is the first in a listening situation (e.g., the first in a
block or round), a new listener is assumedthé vowel is not the first in a
listening situation, the fOs of the current and previous stimuli are compared, and if
these differ, the detection of a speaker change is probabilistically deteffined

% The probability of detecting a speaker change based on differences in fO would have to
be related to the magnitude of this difference to accurately reflect the behaviour of human
listeners. However, in the stimulus design of Experiments 1 and 2, theesmiall
difference is a half octave, and listeners do not have any reason to expect large
differences in fO from trial to trial except where they signal a change in speaker. For this
reason, and for the sake of simplicity, differences in fO were treatethay (i.e., same

vs. different). Simulation of further experiments may require a more nuanced approach to
fO-related detection of speaker changes.
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This was implemented by drawing a uniform random végidletween 0
and 1 and triggering a detected speaker change when this variable washabove
fO-related speaker change parameteowering or raisingthe value of this
parameteaffects the rate at which listeners will detect a speaker change solely on
the basis of fO, regardless of possibledelling differences between the previous
and current speaker. By setting this parameter to 1, any fO change will result in a
detected spker change, while setting this parameter to 0 means that the model
will never detect a speaker change on the basis of fO differences. A parameter
setting of 0.5 resulted in a good correspondence of simulation outputs to observed
results.

Speaker changesere also signalled based on the appropriateness of the
current FFscaling estimate, the assessment of which is described in the next
subsection. If a change in speaker is signaled by any of these mechanisms, FF
scaling is estimated using the informatiartrinsic to the vowel in the same
manner as outlined for Method 6 of the original, amiaptive Sliding Template

Model, save for the addition of estimation error.

5.2.23 Assessing the appropriateness of current FBcalingusing the
refinement and speake change distance thresholds

If a speaker change is not detected based on fO differences or because of a
change in listening situation, the appropriateness of the currestdhiRg is
tested. This appropriateness was quantified by finding the minimunalbtatbis
distance between the current vowel and the expected locations of each candidate
vowelcategory given the current referergmace location.

This minimum distance may be interpreted in one of two ways. If the
current reference space is assumedeadrrect, and produced formant patterns
are expected to be probabilistically related to the expected formant patterns for a
given speaker, then an increasing minimum distance represents a decreasing
probability that the reference pattern associated mghcurrent reference space
would generate the observed formant pattern. Alternatively, the reference space
could be assumed to be incorrect, and the new vowel could be considered to

accurately represent a different underlyingdeling. In these casesgethistance
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between the observed and expected formant patterns will be directly related to the
underlying FFscaling differences and larger minimum distances would make a
single underlying Ffscaling increasingly unlikely.

Two parameters were used to digichinimum distancginto three general
cl asses: appropriate6, Forireatomsmwhiahavilat ed and
be made clear in the following paragraphs, the lower threshahith splits
appropriate and intermediate distanced] be referredto as therefinement
distance The higher threshold which splits intermediate and inappropriate
distanceswill be referred to as thgpeaker change distance

In cases where the minimum distance was belowdfirement distance
(a distance of @5 was wsed for thigparamete);, the current estimate was deemed
to beappropriate This lowest threshold was created to allow for some variation
in vowel tokens without necessarily concluding that the current mapping is
inappropriate. In cases where currentdeidling was deemed to be appropriate,
the vowel was classified using the current extrinsiesE&ling estimate as is, with
no modification. Since the current SEaling estimate is used to calculate the
minimum distance, the winning vowel in these casesingplg the vowel
associated with this distance. This is seen in Figure 5.4 where, in cases where the
current FFscaling estimate is used as is, the model goes directly from the
assessment of the appropriateness of the current estimate, to the seled¢teon of t
winning vowel category. As a result, in cases where a speaker change is not
signalled and the current referergpace is a good fit to the incoming formant
pattern, the ASTM classifies vowels with no more computations than those
normally incurred by thenodel to monitor for speaker changes.

If the minimum distance was between teéinement and speaker change
distances(set at 6.25), the current Healing estimate was deemed to be
intermediate An intermediate minimum distance was meant to simulate a
situation in which the current Fgcaling was deemed to be a poor fit and a
candidate for improvement, however, the fit was not so poor as to warrant a

complete renewal of the extrinsic {SEaling estimate. In cases where the
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minimum distance was intermetkathe FFscaling was possibly refined based on
the outcome of an assessment of its stability (discussed in the next subsection).

Finally, in cases where the minimum distance {aager tharthe speaker
change distancehe current Fiscaling estimate wadeemed to be inappropriate.

This situation was meant to simulate a situation in which the currest&lfg
estimate (and associated reference space) offered such a poor fit to the observed
formant pattern that a speaker change was deemed to be likehsds where the
minimum distance was above thpeaker change distan@espeaker change was
signaled and an intrinsic Fécaling estimate was calculated using Method 6 of
the Sliding Template Model. When this occurred, the newly calculated intrinsic
esimate formed the basis of the new, extrinsiedegling estimate.

In cases where the current and previous vowels had different fOs, the
minimum distance was increased by a fixed percentage resulting in an increased
sensitivity to FFscaling mismatches whethese came accompanied with fO
di fferences. Thi s reflected, i n ef fect,
constancy and biased the model towards updating or rejecting the current FF
scaling estimate by increasing the apparent minimum distance relatie to
thresholds. This parameter was set at two, meaning that apparent distances
effectively doubled in situations where the current vowel sound had a different fO
than the previous vowel sound (but where the fO difference did not already trigger

the probabistic detection of a speaker difference)

5.2.2.3 Assessing stability of current Fscalingusing the stability parameter

The stability of the current mapping was determined by keeping track of
the number of consecutive previous trials in which the minmdistance between
the observed formaiattern and any reference pattern was below the second
threshold, and there was no detected speaker change resulting from differences in
fO or changes in block or round. If this number was greater than or eqie to
stability parameterthe mapping was deemed to be stable whereas if the number
was below the threshold it was not.eTtabilityparameter was set at 4, meaning
that after three consecutive trials in which the current mapping was at least
somewhat apppriate, it was considered to be stable and no more refinements
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were made to the estimate until a speaker change was detected by any mechanism,
even in cases where the minimum distance was of intermediate distance. This
functionality was put in place to regsent the fact that, after a certain amount of
experience with a speaker, listeners are expected to stop refining their reference

space until a speaker change is detected.

5.2.2.4 Updating Extrinsic FFscaling Estimate

In cases where no speaker changes wletected but the mapping was
determined to be unstable, the running extrinsic estimate was updated. This was
done by selecting the optimal intrinsic -5Ealing estimate using Method 6 (as
outlined above, and including estimation error), and using thisetine the
extrinsic FFscaling estimate. This was done by calculating the weighted mean of
the extrinsic and intrinsic estimates where the current extrinsic estimate is given a
weight of 4, and the new intrinsic estimate is given a weight of 1. Thet effe
this is that the extrinsic estimate only moves 20% of the way towards the new
estimate, which is meant to simulate a reluctance to dramatically change-the FF
scaling estimate in the absence of a detected speaker thange

5.2.2.6 Finding distancesind selecting the winner

In cases where classification follows a detected speaker change, a
categoryspecific FFscaling estimate is subtracted from the observed formant
pattern to be classified, and this is compared to the reference pattern specifying
eat category. In cases where the extrinsiese&ling estimate has merely been
updated, this value is used for every vowel category. In every case, the vowel

category associated with the minimum distance to the reference pattern, given the

4 This stage is similar to the manner in which the reference space moves from trial to
trial i n Spéllke\daptivekNodranalization method (2006). In that method, the
motion of the current space towards the new
which controls the extent of the motion from the current space to the new space. A setting

of 0 denotes nehange, a setting of 1 denotes a complete replacement, and a setting of

0.5 means the new space will fall exactly in
setting of 0.2 will produce the same effect as the weighted mean used in the ASTM.
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FFscaling used tanake the comparison, was selected as the winning vowel
category.

As outlined in Section 5.2.2.2, speaker changes were detected, in part,
based on the goodness of fit provided by the currentdakng estimate to the
newly observed formargattern. Thegoodness of fit provided by the current
extrinsic FFscaling was assessed by finding the minimum distance between the
candidate referengeatterns and the observed formpattern given the FF
scaling. As a result, in cases where the current extrinsisc&ihg was used
without modification, the vowel category associated with the minimum distance
to the observed formaipiattern should be selected as the winning vowel category.
This meant that in cases where no changes are made to-gwalifig used for
classification, the winning vowel category may be determined with no more

computations than those required to monitor for speaker changes.

5.3 Simulation of results using the Active Sliding Template Model

The ASTM was implemented in a computer algorithmgdsR (R Core
Team, 2013), so that it would match the process outlined in Section 5.2.2. This
model was then be used to simulate the results of Experiments 1 amd¢e& the
focus of Experiment 3 is on the estimation ofg$éaling independently of fO and
detected speaker changes, simulation of results does not present an interesting
case for this model.

For Experiment 1, the focus will be on generating the observed shifts in
perceived vowel quality associated with the different fO and hifgrarant
levels, and on the weakening of the relationship between fO and vowel quality
when apparent speaker chaegistics are controlled for. For Experiment 2, the
focus will be on generating the observed pattern of hit rates across the different
voice-pair types, and on recreating the association between increased processing

time and situations in which listenersredikely to detect speaker changes.

5.3.1 Experiment 1

A matrix was created describing the experimental stimuli used in

Experiment 1. Three columns contained information specifying the first three FFs,
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and a fourth column specified the fO for that vawEach row contained
information describing the FFs and fO for the vowel sound associated with a
single experimental trial, across all participants. A fifth column indicated changes
in round or changes in participant. The resulting matrix provided theMASIith

enough information to recreate the sequence of stimuli presented to participants.

5.3.1.1 Effects for fO and the higher formants on vowel quality

In Experiment 1, listeners had to decide whether vowel stimuli sounded
more like  or /g, and to eport the apparent size and gender of the sp@aker
To reflect these instructions, the model only considered these two vowels as
possible candidates. Since the simulation was given information regarding
changes in participant and changes in round, the $tisnulus for a new
participant or round was treated as coming from a new speaker.

The results of Experiment 1 were simulated 10 times to srmgtlthe
random component involved in the detection of speaker changes and the
estimation of intrinsic Ffscalng estimates. Instances where the model returned
an &g were coded as 1, while instances Af were coded as 0. The average
classification for each stimulus, for each trial, was found. To investigate the
effects of fO and F3+ changes on categorizatiorvadels, datawere pooled
across the FE2 continuum steps, within F3+ and fO condition. The results of this
analysis are compared with the results of the same analysis performed on the data
observed in Experiment 1.

The model had a tendency to oyeedct instances ofs#, by an average
of 6.4% overall. However, there was a close correspondence between observed
and simulated categorization of individual trials. In 86% of cases, the average
response for a trial was of the same category as the obserpetigedor that
trial. As seen in Figure 5.3, the ASTM shows the same general trend of effects for

fO and F3+ as seen in the results of Experiment 1, where lower fO levels and F3+

% The ASTM does not explicitly guess the gender and size of the speaker, however,
predictions of this kind could be made based on the stimulus properties of the vowels to
be classified and the F$taling estimated for each trial.
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levels are associated with mored /responses overall. Theories of vowel
pereption that do not include effects for fO and the higher formants cannot

account for such patterns.

Figure 5.5. A comparison of observe
and simulated percentage of &/
- responses for the data from Experimen
L Data is pooled across continuum ste|
within F3+ and fO condition. Letter.
ML indicate F3+ (first letter) and fO (secon
letter) condition from among: Low (L
I MM~ Medium (M) and High (H). The solid lin
| o indicates points along which x = y. To tl
MAL extent that the simulation accurate
Hi‘\h" reflects listenetehaviour, points shouls
HH .~ all fall along this line. The dotted lin
—_—— indicates points along which simulate
40 45 %0 55 60 & 70 75 [od responses are 6.4% greater th
Simulated % /2/ Responses obhserved responses.

Observed % /2/ Responses
45 50 55 60 65 V0 75
| | |

40

As mentioned in Section 5.2.1, the standard deviation of the conditional
distribution of fOgiven FFscaling was reduced by a factor of 0.707 relative to the
value suggested by Nearey and Assmann (2007). This resulted in a halving of the
conditional variance. The decreased standard deviation of the distribution of fO
given FFscaling was set baden the output of simulations run with the original
values. These simulations indicated that the original parameter settings did not
result in f@induced shifts in classification patterns to the extent observed for
human listeners in Experiment 1. Thissaaken as an indication of the fact that
the relative strength of fO information on fSEaling estimates needed to be
increased.

Figure 5.6 compares the results of Experiment 1 to two simulations of
these results carried out using the ASTM. These simakdiffer solely in terms
of the conditional variance of fO given fS€aling. It is evident that a variance of
half that proposed by Nearey and Assmann led to classification patterns more
similar to that observed for human listeners, while the origiaedrpeter settings

did not show the desired level of sensitivity to changes in fO.
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fO Level

In simulations repoed by Nearey and Assmann (2007), the authors found

that they had to increase the conditional variance of fO givescklng to reflect

the behaviour of human listeners, whereas here it was reduced. In the experiment
simulated by Nearey and Assmann, ligtieswere asked to identify speech where,

in some cases, there were very large mismatches betwestakitg and fO given

the normal covariation of these characteristigs.a result, it makes sense that
listeners would rely less on fO to estimate-gealirg. On the other hand, in
Experiment 1, listeners were asked to report the apparent speaker characteristics
of unknown speakers, and the phonetic quality of the speech sounds they were
had

sense that listeners would rely heavily on fO to estimatedakng.

asked to identify n this sitnatioe it makes r r e ct 0
The fact that the parameter settings of the ASTM (or the original Sliding

Template Model) may need to be modified to accommodate specific listening

situations is seen ass&rength, rather than a weaknesisthe model. It is clear at

this point that listeners will adapt their behaviour based on the task at hand, and

the information that is deemed useful given the specific listening situations.

light of this, it would bemore surprising if a single set of parameter settings were

able to accurately reflect the behaviour of human listeners across a range of

listening situations.The ASTM, and the framework provided by the Sliding

Template Model, features a natural way to amemodate these changing

behaviours.
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5.3.1.2 Reduction of strength of indirect intrinsic effects

An important result in Experiment 1 consisted of the weakening of the
partial correlations between fO (and to a lesser extent F3+) and vowel openness
when ajparent speaker characteristics were controlled for. This was taken as an
indication of the fact that since fO primarily affects vowel quality indirectly by
affecting the FFscaling estimate, this effect should approach zero when apparent
speaker charactstics are controlled for (since judgments of apparent speaker
characteristics are strongly related to-géling). In effect, controlling for
apparent speaker characteristics was an attempt to control for kstesranl FF
scaling estimates from triad trial.

The ASTM should exhibit the same behaviour in that cues that affect
vowel quality only by affecting FBcaling estimates should lose their association
to vowel quality when these estimates are controlled for. The ASTM includes an
effect for fO oy in triggering changes to F§caling estimates, so this effect
should essentially disappear when-$daling is controlled for. In addition, the
experimental design was such that F3+ was strongly tied 4sc&lihg and not
vowel cat e g oA, yhe twd vmwels Used in Experimerit 1) so that this
effect may also be primarily indirect in this case.

Since the ASTM has an F$¢aling estimate associated with each trial, this
value could be controlled for directly rather than relying on apparent speake
characteristics. To investigate whether the ASTM also exhibits a decreased
sensitivity to indirect cues when the frame of reference is controlled for, the final
simulation (from among the ten repetitions) was used. Two sets of correlation
coefficients wee found. In the first, the marginal correlation between the chosen
vowel category (represented by a 1 or 0) and the stimulus properties F1, F3+ and
fO were found. For the second set, the partial correlations between vowel category
and stimulus propertiesere found, after controlling for the F¥€aling estimate
associated with the trial. Following Chapter 2, these will be referred to as-the no
speaker, and fullgontrolled models respectively.

A seen in Table 5.4, the explanatory power of fO and F3+ imatreally

weakened when FBcaling estimates are controlled for, while the effect feFE1
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actually increases. Admittedly, this is not surprising given that fO affects vowel
quality in the PSTM solely by influencing F€aling estimates, and the
experimetal design was such that F3+ was strongly tied tesédting and not

vowel category. However, alternative models of vowel perception which include
fO directly in the specification of vowel quality could not generate similar patterns
of results, nor couldrey model that does not have any role for fO. The only sorts

of models that can account for the patterns of results generated in this section are

those with an indirect role for fO on perceived vowel quality.

Observed
F1 F3+ fo
No-speaker Mean 0.824 | -0.232 | -0.144
Fully-controlled Mean | 0.802 -0.215 | -0.052
Change in Magnitude | -2.6% -7.5% | -63.3%

Simulated
F1 F3+ fo
No-speaker Mean 0.630 -0.192 | -0.084
Fully-controlled Mean | 0.733 -0.093 | -0.000
Change in Magnitude | +8.1% | -48.4% | -99.9%

Table 5.4. Mean patrtial correlation coefficients across all 19 participants for the fully
controlled and nespeaker models observed for Experiment 1 (originally presented as
Table 2.4) are compared to simulated partial correlation coefficients. The percemechan
in mean indicates the change in magnitude from the-falhtrolled model to the no
speaker model as a function of the magnitude of theppaker model.

In chapter two, all stimulus properties were controlled for in the partial
correlation analysis,in addition to apparent speaker characteristics. When
conducting this analysis, it was discovered that controlling for botscBfng
and F1 results in positivepartial correlation between fO and the vowel quality
predicted by the model, in contrary the expected negative relationship.

Additional simulations carried out using an unmodified Method 6 of the Sliding
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Template Model indicate that this sign flip results from properties inherent to
Method 6, and not simply from the modifications made by ABIM. At the
moment, this sign change cannot be explained. The search for a resolution to this

issue will be the focus of future research.

5.3.2 Experiment 2

A matrix was created describing the experimental stimuli used in
Experiment 2, in the same waywas created for Experiment 1. Three columns
contained information specifying the first three FFs, and a fourth column
specified the fO of that vowel. A fifth column contained information regarding
changes in participant or changes in block. Each row kmmdainformation
describing the FFs and fO for the vowel sound associated with a single

experimental trial.

5.3.2.1 Hit Rates

In Experiment 2, listeners were asked to monitor for a single target vowel
and to ignore any other vowel they heard. To refleist, the ASTM considered
all ten vowel categories of Edmonton English and not only those explicitly
involved in the stimulus design. Hits occurred when listeners correctly indicated
having heard the target vowel. Once again, ten simulations of the deauwme
and the average hit rate was found for each trial across all repetitions for the
simulation. This resulted in an average hit rate for each trial. As in Experiment 2,
results were organized in terms of vomar types based on the acoustic
differenees between voices in a block. In Figur&,3he results of simulations
using the ASTM (Simulation A), are compared to those observed in Experiment
2. As seen in this Figure, the ASTM generates a very similar pattern to that of the
observed results, inclut) the interaction between #€aling differences
between voices (referred to as formapace differences in Experiment 2) and fO

differences on hitates.
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Figure 5.7.Hit rates are compared for observed results, and those predicted by the full
Active Sliding Template Model (Simulation A). The solid line indicates blocks where
voices had dissimilar source characteristics, the dotted line indicates blocks where voices

had dissimilar source characteristics.
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Figure 5.8. Hit rates are compared for two modified versions of the Active Sliding
Template Model. The solid line indicates blocks in which voices had dissimilar source
characteristics, the dotted line indicates blocks where voices had dissimilar source

characteristcs.

The key to generating this pattern lies in the association between fO
differences and perceived speaker changes. To demonstrate this, two additional
simulations were carried out using the same methodology previously outlined. In
the second (Simulatn B), each new stimulus was assumed to come from a new
speaker. This method is essentially Method 6 of the original Sliding Template

Model, except for the addition of noise to -B€aling estimates, and can be
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considered a purmtrinsic model of vowel peeption. As seen ithe left panel of
Figure 5.8 when FFscaling estimates are not refined, performance is generally
low since the classifier does not reducedegling estimation error by refining
estimates using new information in cases where it iso@o@te. Furthermore,
since only intrinsic information is considered, there is no variation in hit rates
based on voicgair type, since this only affects the kind of extrinsic information
present in a block.

In the third simulation (Simulation C), speakchanges were only
triggered by changes in block, so that a runnings€&ling was kept regardless of
possible changes in speaker. In Chapter 3, normalization methods of this kind
were termed passivextrinsic since extrinsic information was accumulatedr a
listening situation with little or no activeognitive control over the organization
of this information. Although these models can help reduce estimation error, also
included in this simulation, they can inappropriately combine extrinsic
information from multiple voices. As seen in the right panel of Figug this
leads to performance that is negatively related to the forspmtte difference
(i.e., FRscaling difference) between voices, with no role for fO differences
between voices.

As outlinal in the conclusion of Chapter 3, the pattern preseinte¢te
right panel of Figure 5.¢an be thought of as a combiiat of both panels of
Figure 5.8 with Simulation B representing situations where the listener is likely
to detect speaker changes (l@okine, Figure ), and Simulation C representing
situations where the listener is unlikely to detect speaker changes (solid line,
Figure 57). This pattern arises naturally from a classification system that modifies
its behaviour based on the detectairspeaker changes by varying from a pure

intrinsic mode to a guideextrinsic mode of estimating F$€aling.

5.3.2.2 Reaction Times

In Experiment 2, listeners took longer to respond in blocks made up of
vowels from two different voices. Longer reactittmes are frequently reported
for mixedspeaker listening conditions over singlgeaker listening conditions
(Summerfield & Haggard, 19781ullennix, Pisoni, & Martin, 1989; Magnuson &
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Nusbaum, 2007)According to contextual tuning, these increased reaction times
are attributable to processes related to normabzatvhich operate unless the
reference space has become stable. A stable mapping can be achieved with less
effort in singlespeaker conditions relative to mixedeaker conditions, and so
reaction times are expected to be shorter overall in sspgaker anditions.

This explanation of events assumes that establishing the reference space is
computationally expensive compared to simply classifying a vowel once a
mapping has been established. The ASTM shares this characteristic in that the
estimation of an dpmal FFscaling for each vowel category involves the most
computation in a given trial, while selecting a winning category given an FF
scaling estimate is trivial. Furthermore, as outlined in Section 5.2.2.2, the ASTM
monitors for speaker changes, in pay estimating the best possible match
between the vowel sound to be classified and the reference patterns of the current
reference space. This OObest matchoé can th
category in cases where there is no change to the meéespace. Since this is
carried out by the ASTM for every trial, the instructions involved in the
classification of vowel sounds when using an unchanged reference space
represent a subset of those involved in the classification of vowel sounds when the
reference space is modified.

An additional simulation of the data from Experiment 2 was run, using the

same methodology described above. fiierobenchmarlpackage fersmann,

2013 for R was used to determine the amount of processing time devoted to the
simulation of each individual trial. This processing time, reported in nanoseconds,
will be referred to as CPU tirfie The average amount of processing time devoted

to each trial by the ASTM is compared to observed response times for human

listeners in Figur®.6.

% The relationship betweamrocessing time and real time cannot be precisely determined
using the methods at my disposal. However, the purpose of finding processing times for
different trials was only to make gross comparisons of average computational costs in
different listening guations.
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As seen in Figure 8, the ASTM shows similar increases in processing
times when voices in a block had different source characteristics. Furthermore,
although the pattern is not identical, both observed and CPU response times are
positively related to FScaling differences Inveen voices. The CPU response
time pattern of the ASTM reflects the fact fO anddefaling differences between
voices in a block resulted in an increased probability that computationally
expensive processes would be involved in a trial by triggering tedtaspeaker

changes or decreasing the appropriateness of the extrinsitaltig estimate.

Response Time (ms)

Observed Results
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Figure 5.9. Response times observed for participants in Experiment 2 are compared to
CPU times for different voiepair types. In both cases only times fuit rates are
reported. CPU times are in nanoseconds estimated with reference to the CPU clock.
Solid lines indicate blocks where voiced had the same source characteristics while the
broken line indicates blocks where these differed.

This pattern of reults may be contrasted with the expected CPU time
patterns for the purmtrinsic and passivextrinsic implementations of the
ASTM. In either case, there should be no variation in CPU response times based
on voicepair type, since the same processes aagied out for each trial,
regardless of method of presentation. Consequently, these methods would
generate patterns like those seen for Simulation B in Fig8r&be reaction time
patterns shown in Figure®highlight the fact that, just as with humbsteners,
normalization processes in the ASTM are not deterministically tied to the

presence of multiple voices, but to whether the classifits as if the listening
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situation contains multiple voices. Otherwise, we should expect stable reaction
time averages for all voic@air types other than the single voice (i.e., same source

and FFscaling) condition.

5.4 Conclusion

In Section 5.1, a summary of the experiments contained in this thesis was
presented. This interpretation relied on a general frameeference theory of
vowel perception, where the process of normalization is guided by cognitively
active mechanisms, and organized around the detection of speaker changes. In
section 5.2, an explicit model of vowel perception that takes into account the
insights arising from these experimental results was outlined, and this model was
used to simulate the results of Experiments 1 and 2. The results of these
simulations indicate that a model of this kind is able to generate the same kinds of
patterns of reults observed for human listeners, while alternative views of vowel
perception without a cognitivelgctive element are not able to do so. This
alignment between theoretical expectations and observed results is taken as a
strong indication of the fact thahe cognitivelyactive speaker normalization
process outlined above is generally in line with the process of human vowel
normalization.

In short, the Active Sliding Template Model presented here can plausibly
account for the fact that a) Listeners regpdaster and more accurately when
presented with vowels from a single voice, b) Listeners can cope well with
arbitrary changes in speaker, though this latter condition requires more resources
(resulting in increased response times), and is not quite asatz@s when a
stable extrinsic estimate of F4ealing is available, d) Increased processing times
associated with mixedpeaker listening conditions are associated with the
detection of speaker changes and are not associated with-spi&akler listening
conditionsper se and c) Cueghat have a primarily indirect effect on vowel
guality lose much of their strength when the frame of reference is controlled for.
Consequently, it seems reasonable to hypothesize that vowel normalization by

human listeners nyahave at least a grossly similar structure.
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Appendix 1

Appendix to Experiment 1

The negative partial correlation observed (Section 2.3.1, Table 2.3)
between Maleness and Speaker Suziyments is at first glance rather puzzling.
However, on further investigation it is clear that there are reasonable explanations
for this, which do not affect the interpretation of the other relationships found.

One possible explanation relates to how ®peaker Size ratings were
used by listeners. There are two ways that immediately spring to mind: First,
absolutely across genders; and second, relatively within genders. In the absolute
usage, listeners may have used a single scale, roughly propottoonaérall
speaker body length (or body mass or volume). In this case, the negative
correlation between gender and size judgments would be difficult to explain
without bringing further evidence to bear. But in the relative, witfgnder
usage, a negativeartial correlation might readily result. For example, suppose a
listener decides a stimulus was an /ee/ that sounded like it was spoken by an
individual who was about 165 cm in height, but whose gender was not
immediately obvious. It the listener deciddtroately it was a male, they might
choose a relatively small size rating because 165 cm is fairly short for a male.
However if the listener decided it was a female, they might choose a relatively
large size rating, because 165 cm is moderately tall female. Suppose on a
second replication, the listener made the same assessment of the stimuli, but
decided the opposite gender. Cases such as this would contribute to a negative
correlation between Maleness and Speaker Size judgments after controlktlg for
the stimulus factors and vowel judgment.

Another possible explanation involves consideration of the synthetic
stimuli in relation to the distribution of acoustic properties measured from natural

speech within and across genders. We focus here on i€h wppears to be the
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strongest determinant of perceived Speaker Size and Maleness (see Section 2.3.1).

The distribution of Speake3ize responses with respect to the fO levels used in

this experiment will be discussed in reference to data collected lenbfihind et

al. (1995;

vowel data available from http://homepages.wmich.edu/~hillenbr/).

This data set consisted of vowels produced by 50 adult males and females, 29

male children and 21 female children (all children were betweel? }@ars old).

Figure Al.1 presents the distribution of fOs in this data divided by speaker type,

while Table Al.1 presents the percentage of tokens from each distribution that

exceed the fO levels used for stimuli in this experiment.

Distribution of f0 by Speaker Type
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Figure Al.1.Kernel density plots foihe fO measurements in the data of Hillenbrand et
al. 1995. The vertical lines represent the three f0 levels used in the current experiment.

Male Female Male Female

Adult Adult Child Child
High fO (240 Hz) 0% 18.6% 40.1% 40.4%
Mid fO (170 Hz) 5.4% 97.4% 100% 100%
Low fO (120 Hz) 64.3% 100% 100% 100%

Table Al.l.Percentage of individual vowels (within each speaker group) from the
individual data of Hillenbrand et al. (1995) that have fO values exceeding the frequencies

used in the current experiment.
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Although no adult males in the Hillenbrand data have an figisas 240
Hz, 40. 1% of mal e childrends vowels are
throughout the course of their lives, male speakers have fOs that change from
values near those of the high fO condition to values near those of the low fO
condition. Pesumably, at some point during this change they may also have
speaking fOs near the mid fO condition (since this lies between the low and high fO
levels). This naturally leads to a condition in which the fO levels can be judged as
appropriate for a wideange of male speakers, from large to small.

On the other hand, the high fO level used is close to the average adult
female speaking fO in the Hillenbrand data. As a result, a female speaker with an
fO of 240 Hz may be interpreted as being near normal athélt The speaking fO
of a typical female speaker does not drop as far as the mid fO level and would
certainly not reach the lowest fO level. Given that lower fOs are typically
associated with larger speakers, vowels with low and mid fO levels that were
interpreted as coming from a female speaker may have led to the impression that
the speaker was much larger than the average adult female. The net result of this
is that, for any given fO level, a perceived male speaker will be judged to be
smaller than agrceived female speaker (relative to average for that gender).

These facts are reflected in the distribution of Speaker Size responses
when grouped by fO level and gender response as is shown in Figure A1.2. A low
fO level led to the perception of a slitthabove average (over all responses) male.
Increases in fO levels lead to movement of the mass of the distribution towards the
lower end of the scale, so that Speaker Size responses shifted from slightly over
the middle to the bottom of the scale. Howewehen listeners reported hearing a
female speaker, the shift in size responses was much more limited. In the rare
cases where listeners heard a female speaker with a low fO, the speaker was
reported as very large, usually near the very top of the sale.s&s fO levels
increase, the size responses for perceived female speaker also move down the
scale, but they settle somewhere around the middle rather than towards the lowest

extreme.

149



Low f0 vowel, Female response Mid f0 vowel, Female response High f0 vowel, Female response

ol 10 m

12
280

Frequency
150

Frequency
20 40 B0 80

Frequency
02468
0 50

0

0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
Speaker Size Speaker Size Speaker Size
Low f0 vowel, Male response Mid f0 vowel, Male response High f0 vowel, Male response
3 o
3] 2 o
Iy Iy 2y
5 8 5 . §
g 2 3 =l
e e - g
[=] o [=]
T T T T 1 T T T T 1 T T T T 1
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
Speaker Size Speaker Size Speaker Size

Figure Al.2. Distribution of speaker size responses groupedth®y vowel's gender
response and that vowel 6s f taxisrdwget e t hat each p

The relationship exhibited in these graphs is consistent with a negative
partial correlation between Maleness and Speaker Size. The -pétinipant
parial correlation was calculated between Speaker Size and Maleness after
controlling for fO only. The average partial correlation wag37 (t =-9.78, df =
18, p < 0.00001), which is very similar to 475 value reported for the partial
correlation betreen Speaker Size and Maleness controlling for all other factors
(reported in Section 2.3.1). This indicates that the association between perceived
Maleness and a (relatively) smaller perceived speaker remains after controlling for

the rest of the varialdeconsidered in our analysis (F1, F3+, vowel openness).
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Appendix 2

Appendix to Experiment 2

The source differences between voices in a block were intended to result
in the detection of speaker changes. To confirm this, the final 14 participants
performed an additional task at the end of each block. Although these participants
were not randomly terspersed among all participants, they still represent a
random sample of participants in that they were not selected because of any
particular quality they possessed. It is important to note that this additional task
was not meant to establish a firm oewtion between acoustic differences
between voices in a block and the detection of speaker changes, but only to
confirm that, within the context of this experiment, source heterogeneity would
strongly signal a likely speaker change. Participants weneiatetl that at the end
of each block they would have to answer two additional questions:

1. How many voices did you hear in the block?

2. How confident are you in that assessment?

At the end of each block, participants were asked to select from two
optonst o answer gquestion one: Afone voiceo or
answered this question, they were asked to select from the following options to
answer guestion two: Aconfidentod or Aunsur
successive screens so ttlanswering the first question brought up the second
guestion. After answering the second question, participants hadterseifpause
after which they continued on to the next block. Answers to these two questions
were analyzed separately as describdavihe
Since the participants who performed this additional task had their
attention explicitly drawn to the number of voices in a block, their performance
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may have varied in some way from that of the 51 participants who did not
perform the secondary tasko test for this, participants were divided according

to whether or not they performed the secondary task, and their hit rates, false
alarm rates, and reaction times were sorted according to-paicéype (as for the
analyses presented in Secti®13.]). A series of independesample itests was

then carried out on hit rates, false alarm rate and reaction times for eacpaioice
type, where performance of the secondary task served as the grouping factor. The
results of the 18 individualtests revead no significant differences between any

of the measurements for any of the vep@er types, even at an uncorrected p
value of 0.05. The lack of a difference in performance between the two groups
may be a result of the fact that, although this secontlsl drew explicit
attention to the number of voices in a block, it was stated clearly in the
instructions given to all participants before commencing the experiment that each
block could potentially contain more than one voice, and that this would change

from block to block in an unpredictable manner.

A2.1 Number of voices perblock

More than 1 Voice in Block

Formant-space Difference

Voice Source 0% 10% 20%

Homogeneous 4.8 (2.1) 9.8 (4.9) 35.7 (9)
Heterogeneous | 97.6 (1.6) 99.1 (0.9) 92.9 (3.1)

Table A2.1. Percent of rounds in which listeners reported hearing more than one voice in
a block, presented by voimair type. Numbers in parentheses are the standard errors of
each mean.

The results for this question are presented in T&de. A two-way,
repeateemeasures analysis of variance was carried out on the rate at which
speakers thought a block contained more than one voice. Because of the extreme

values for some conditions, an arcsine transform was carried out on the dependent
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variade. There were two withisubject factors: the formaspace difference
between the two voices (0%, 10%, 20%), and voice source homogeneity. A
significant main effect was found for both formamace differenceF(2,26) =

6.51, p = 0.005land voice sourceomogeneity [f(1,13) = 258.53, p < 0.00))1

as well as a significant interaction between the t(@,26) = 9.86, p = 0.0006].
When voice sources were heterogeneous, listeners indicated hearing more than
one voice in a block in 96.5% of cases, and there is no significant effect for
formantspace differencf~(2,26) = 1.58, p = 0.2246]. When voice s@agavere
homogenous, listeners reported hearing more than one voice in 16.8% of cases
and the effect oformantspace differencés significant F(2,26) = 11.54, p =
0.0040].

B. Confidence in Number of Voices per Block

Unsure of Number of Voices in Blok

Formant-space Difference

Voice Source 0% 10% 20%
Homogeneous 14.3 (4.4) 25.9 (5) 39.3(5.7)
Heterogeneous 4.8 (2) 4.5 (2.5) 3.6 (2.4)

Table A2.2. Percent of rounds in which listeners reported being unsure of the number of
voices in a block, presented by vear type. Numbers in parentheses are the standard
errors of each mean.

A similar analysis of variance was applied to the rate at which listeners
were sure of the number of voices in a block, revealing the same pattern of results,
presented in Tabl&2.2. A significant main effect was found for both formant
space difference [B,26) = 3.72 p = 0.038] and voice source homogeneity [F(1,13)
= 35.78 p < 0.0001], as well as a significant interaction between the two [F(2,26)
= 5.17 p = 0.0129]When voice sources were heterogeneous, listeners indicated
being unsure of the number adiges in the block in only 4.3% of cases and there
is no significant effect foformantspace differenc@~(2,26) = 1.58 p = 0.2246].
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When voice sources were homogenous, listeners indicated being unsure of the
number of voices in the block in 26.5% of casmd the effect dbrmantspace
differenceis significant [F(2,26) = 11.54 p = 0.0040].

C. Summary of Results

When voices in a block had heterogeneous source characteristics, listeners
were very likely to hear multiple voices and were confident of #sisessment,
regardless of the difference in tfmantspaces of thgoices. When voices in a
block had homogenous source characteristics, listeners were most likely to think
that there is a single voice in the block. Even in cases where the fespaaes of
voices differed by 20%, listeners only reported hearing more than one voice in
35.7% of cases. Voice source homogeneity also led to uncertainty regarding the
number of voices in the block, and this uncertainty was increasddrimant
space differecesbetween voices. Finally, in cases where voices shared source
and formantspace characteristics (effectively a singtece condition), listeners
reported being unsure of the number of voices in the block in 14.3% of cases,
indicating that the experim&al design may have led to a hyjavareness of

speakerchanges.
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Appendix 3

Appendix to Experiment 3

It has been suggested that nomformities in the vocal tracts of speakers
of different sizes might result in the noniform scaling of speech sounds
between adult males and other speakers (Fant, 1975). Fant suggested that such
nortuniformities were dudo the relatively longer pharyro-mouth ratios of
adult males. However, no clear demonstration either of the statistical reliability of
systematic nowniformities nor of the perceptual relevance of any such non
uniformities to listeners' identificatigmerformance exist in the literature.

Turner et al. (2009) review difficulties with this hypothesis. In particular,
they present a rexamination of the physiological data reported by Fitch and
Giedd (1999) and find that although the ephbhryngeal cawt ratios vary
continuously in relation to speaker size, and not simply on the basis of speaker
gender, there is no evidence that these differences manifest themselves as
di fferences in produced f ornhmamtomicplatt er ns.
distinction between the oral and pharyngeal divisions of the vocal tract is
immaterial to the acoustic result of speech production. For a given vowel, the
tongue constriction is simply positioned where it produces the appropriate ratio of
front-cavity length to bdccavity length, independent of the location of the -oral
pharyngeap2Bu®gti dmey( al so state that TdAspe
the vocal tract as they grow to maintain a specific pattern of formant frequencies
for i ndivip2324).Basically, ddspteddifférences in anatomy from
person to person, speakers strive to produce vowels which differ by a single
parameter (i.e., FBcaling) from the same vowel when produced by other
speakers of their language, even if this entails slightifimations to articulatory

gestures as a speaker ages.
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We do not intend to suggest that vowels vary wittategory, between
speakers, solely on the basis of$#aling in a deterministic manner. Rather, our
position is that, all other things being efjusowels from speakers of the same
dialect different with varying vocdtract lengths differ in terms of this parameter
plus statistical noise. This noise may result from idiosyncratic differences in
articulation or speaker anatomy, or it may be a restie particular situation in
which the speech was produced (e.g. clear versus casual speech). The left panel of
Figure A3.1 shows the classic Peterson and Barney (1952) vowel data. A visual
inspection of FiguréA3.1 clearly shows that the major axes betellipses are
aligned with the F1 = F2 line in a legpace (henceforth In F1 = In F2), also
indicated on the figure. Variation along the In F1 = In F2 indicates equal
logarithmic increases to both F1 and F2, and is consistent with variation according

to a single multiplicative parameter.
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Figure A3.1 In the left panel, ellipses enclosing two standard deviations of the Peterson
and Barney (1952) vowels are presented. The line is a line parallel to In F1 = In F2. In
the right panel, all formant frequencies have beenttagsformed and centered within
category so that vowalategory means are at the origin. All points have been rotated 45
degrees clockwise so that the In F1 = In F2 line is now parallel to #rds<(Dimension

1), while Dimension 2 represents the orthogonal axis. The lines indicateajbe ames

of the vowekategory ellipses, and they all vary around the In F1 = In F2 axis
(Dimension 1).
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To investigate the extent of variation along theF1 = In F2axis, the
following analysis was carried dut Formant frequencies were log transfodne
and centered according to vowsltegory so that all category means were located
at the origin. After this, all points were rotated by 45 degrees in a clockwise
direction. The result of this is presented in the right panel of Fig8ré As a
result ofthese transformations, theaxis now represents a line parallelnd=1 =
In F2 and variation along this axis represents variation within voatelgory,
betweenrspeakers, that results from uniform logarithmic increases to F1 and F2
(i.e., by a single mitiplicative parameter). This analysis revealed that 80.6% of
variation betweerspeaker falls along the In F1 = In F2 axis. The same analysis
carried out on the vowel data of Hillenbrand et al. (1995) revealed that 79.6% of
variation in FFs between speakdalls along the In F1 = In F2 axis for that data
set. These results are consistent with the hypothesis that variation in FFs within
vowelcategory, betweespeakers, is largely according to a single multiplicative

parameter.

" This analysis is similar to one presented in Turner et al. (2009). However, that analysis
was based on formant wavelengths rather thantriogsformed formarfrequencies,
which may result in unstable variances. Furthermore, Turner et aledllfiw a specific
principal component for each vowedtegory ellipse, rather than calculating variation
strictly along the axis corresponding to changes in FFs by a single parameter. Allowing
for a categorspecific slope, and allowing these to vary avirayn parallelism to the In

F1 =In F2 line makes that analysis incompatible with a strict uniform scaling hypothesis.
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